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1 Introduction: Taking Stock

While learning systems offer great promise in reducing cost
and improving quality of control applications [12, 11], they
also raise thorny issues in terms of the mismatch between
the quality standards that these systems must achieve [10]
and the available technology. There is widespread agreement
[7, 8, 9, 12, 11] that current verification technology does not
apply to online learning (i.e., adaptive) systems, whose func-
tion evolves over time, and cannot be inferred from static
analysis.

Yet, we claim that one can still use insights from tradi-
tional verification technology to better develop verification
techniques for adaptive systems. In this short paper, we wish
to explore this possibility by:

• Characterizing traditional verification techniques, and
using further dimensions of such to propose a classifi-
cation scheme for assurance (i.e., verification) methods.

• Using the proposed classification scheme to characterize
methods that have been or are being developed for online
learning systems.

• Perhaps most importantly, showing how the classifica-
tion/ characterization scheme can be used as a tool to
formulate coherent conclusions from an eclectic verifi-
cation effort (i.e. a verification effort that uses more than
one method (e.g., see [5]).

2 A Classification Scheme

We submit the premise that traditional verification methods
can be characterized by the following features:

• Goal. Property that the method attempts to prove: this
can be correctness (e.g., completeness, consistency), but
can also be recoverability preservation (an implicit as-
sumption for fault tolerance), or non-functional proper-
ties (e.g. reliability, response time).
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• Reference. Specification against which we are trying
to prove the property; very often, we find that what is
thought of as different properties are really the same
property (correctness) proven againstdifferentspecifica-
tions.

• Assumption. The condition assumed by the verification
method; all verification methods are based on a set of as-
sumptions, and are valid only to the extent that these as-
sumptions hold. For example, testing techniques assume
that the testing environment includes (i.e., subsumes) the
operating environment; proving techniques assume that
the operating environment includes (i.e., subsumes) the
assumed semantics of the verification method; fault tol-
erance techniques assume that the error detection and er-
ror recovery logic is fault free, etc.

• Certainty . Probability of the claim that is made. Cor-
rectness verification claims correctness with probability
one; certification testing claims reliability or safety with
some lower probability [6].

• Method. This dimension includes the well known clas-
sification into static(e.g., deductive reasoning, and state-
based approaches such as Z, and model checking) versus
dynamic(e.g., approaches based on simulation, testing
and run-time monitoring); it is possible to imagine oth-
ers.

This classification is illustrated in table 1. In this table, we
show the dimensions ofGoalandReference; the other dimen-
sions can be used to fill out the entries of the table for each
method. The goals are ranked in order of logical implication.
The specifications are ranked in partial refinement order: the
strongest specification to which we may match a program is
the function that it is expected to compute, according to how
it is written; the next level is the specification that it was writ-
ten to satisfy, which is typically much less refined than the
expected function; the next level down is a specification of a
safety property, typically a minimal condition that we want
the program to satisfy even if it is not correct. A test oracle
is typically less refined than the requirements specification,
and represents the specification against which the program is
matched in a test; the sub-test oracle is the restriction of the
test oracle to the test data on which the program ran success-
fully.
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Table 1: Two Dimensions: Goals and Specification

Goals Correctness Recoverability
Preservation

Specifications
Expected
Function
Requirements
Specification
Safety
Property
Test
Oracle
Sub- (Test
Oracle)

To illustrate this table, we consider some well known ver-
ification methods or properties and discuss how we see them
fit in the proposed classification.

• Certification Testing. If we submit program P to a test in-
volving test oracleΩ and test dataT and we letΩ′ be the
restriction ofΩ to the test data on which the program ex-
ecution was successful, the certification test establishes
the correctness of the program to the (usually very small)
specificationΩ′. This conclusion is conditional on the
test environment subsuming (being as demanding as or
more demanding) than the operating environment.

Perhaps more significantly, we have also established the
probable correctness of the program with respect to spec-
ification Ω, conditional on the test data being represen-
tative of the overall input domain (usually a doubtful
proposition).

• Static Verification. This establishes the correctness of the
program with respect to the requirements specification,
with probability one (at least in principle), conditional
on the operating environment subsuming the semantics
inherent in the verification method.

• Reliability. Establishes the correctness of the program
with respect to the requirements specification with some
probability p (over some period of time), which can be
used to compute such metrics as MTTF by integrating
factors such as frequency of invocation.

• Safety. Safety is nothing more than correctness with
respect to a given safety property (e.g., safety critical
programs have the requirement, that no single point of
failure will cause (the control program) loss of vehi-
cle/sability).

• Fault Tolerance. Fault tolerance is a system’s ability to
avoid failure after faults have caused errors; it is based
on the premise that errors are detected before failure oc-
curs, and is possible only to the extent that recoverability

is preserved. Fault tolerance achieves failure avoidance
with probability 1, assuming that the fault tolerance in-
frastructure (code for error detection, error recovery, etc)
is trustworthy/ correct.

• Fail Safety. Fail safety provides that the program can
preserve a safe behavior even when it fails; this requires
recoverability preservation with respect to the safety
property at hand.

• Symbolic Execution. This technique establishes the cor-
rectness of a program with respect to its expected func-
tion, with probability one, under the same condition as
correctness verification.

3 A Calculus of Verification Results

The classification presented above allows us to cast verifica-
tion results in a uniform manner, by providing the goal, ref-
erence, assumption and certainty of each result. If the goal
is represented by predicate≥, the reference is represented by
specificationR, the assumption is represented by predicate
A and the certainty is represented by probabilityp, then the
result has the form

P (S ≥ R|A) = p.

We introduce two forms for≥, for the purposes of this dis-
cussion:

• Correctness:S w R, i.e. S refinesR in the sense of
programming calculi [1, 2, 3, 4, 13, 14].

• Recoverability Preservation:S ⊇ R, i.e. S preserves
recoverability with respect toR.

By introducing this notation we can now derive a wide range
of identities, that can be used to compose verification results
obtained from heterogeneous methods, with respect to dis-
tinct specifications, established with distinct probabilities, etc.
These identities are cast in terms of our notation results that
stem from probability calculus, programming calculi, refine-
ment semantics, etc. A discussion of these identities is be-
yond the scope of this paper, though we will present one for
the sake of illustration:

P (S w (R1 tR2)|A) = P (S w R1|A)× P (S w R2|A),

where (R1 t R2) is the join ofR1 andR2 in the refinement
calculus, and we assume that the events (S w R1) and (S w
R2) are statistically independent.

Example of application of this calculus:We have tested a
program on test dataT using oracleΩ and have established
its safety with respect to specificationΣ and have established
that it preserves recoverability with respect to specification
V . Given these preliminary representations, what can we in-
fer overall about the correctness/safety/or other properties of
adaptive programs?



4 Verification of Adaptive Systems

The methods available for verifying a program depend on
whether the program is deterministic (i.e., traditional) or
adaptive. Furthermore, the interpretation of the verification
results using such methods, in terms of the notation presented
above, depend on the same distinction. However, the iden-
tities of the verification results apply equally to any type of
program. Consequently, we expect to analyze a range of ex-
isting methods for verifying adaptive systems and cast them
in terms of our representation to determine if and how our
calculus can be used to:

• Cumulate verification results obtained from distinct
methods,

• Identify redundancies and complementariness between
distinct methods, and

• Infer new verification results from existing results.
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