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#### Abstract

We describe a new vector discrete ordinate radiative transfer model with a full linearization facility. The VLIDORT model is designed to generate simultaneous output of Stokes vector light fields and their derivatives with respect to any atmospheric or surface property. We develop new implementations for the linearization of the vector radiative transfer solutions, and go on to show that the complete vector discrete ordinate solution is analytically differentiable for a stratified multilayer multiply scattering atmospheric medium. VLIDORT will generate all output at arbitrary viewing geometry and optical depth. The model has the ability to deal with attenuation of solar and line-of-sight paths in a curved atmosphere, and includes an exact treatment of the single scatter computation. VLIDORT also contains a linearized treatment for nonLambertian surfaces. A number of performance enhancements have been implemented, including a facility for multiple solar zenith angle output. The model has been benchmarked against established results in the literature.
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## 1. Introduction

The modern treatment of the equations of radiative transfer (RT) for polarized light dates back to the pioneering work by Chandrasekhar in the 1940s [1]. Using a formulation in terms of the Stokes vector for polarized light, Chandrasekhar was able to solve completely the polarization problem for an atmosphere with Rayleigh scattering, and benchmark calculations from the 1950s are still appropriate today [2]. In the early 1970s, general formulations of the scattering matrices for polarized light were developed independently by several authors [3-5]. In the early 1980s, Siewert reformulated the Legendre function development of the scattering matrix for polarized light in a convenient analytic manner [6-8], and most vector RT models now follow this formulation. Garcia and Siewert developed complete vector RT solutions for the slab problem using the spherical harmonics method [9] and the $F_{N}$ method [10], and generated two sets of benchmark results for this problem. Also in the 1980s, a group in the Netherlands carried out some parallel developments.

[^0]Following detailed mathematical studies of polarized RT [11,12], a doubling-adding (interaction principle) model was developed for atmospheric RT modeling [13,14]. This group also provided benchmark results for the slab problem [15].

The well-known DISORT discrete ordinate model developed by Stamnes and co-workers was released in 1988 for general use in plane-parallel multilayer multiple scattering media [16]. A vector discrete ordinate model VDISORT was developed in the 1990s [17]. In two papers appearing in 2000, Siewert revisited the slab problem from a discrete ordinate viewpoint, and derived new solutions for the scalar [18] and vector [19] radiative transfer equations (RTEs). These solutions used Green's functions for the generation of particular solutions for the solar scattering term [20]. For the vector RTE, this analysis showed that complex eigensolutions for the homogeneous equations are important [19]. Siewert also provided a new set of benchmark results; this set and the results from [10] provide standards for validation in the present work.

In the last decade, there has been increasing recognition of the need for RT models to generate fields of analytic radiance derivatives (Jacobians) with respect to atmospheric and surface variables, in addition to simulated radiances. Such "linearized" models are extremely useful in classic inverse problem retrievals involving iterative least-squares minimization (with and without regularization) [21]. At each iteration step, the simulated radiation field is expanded in a Taylor series about the given state of the atmosphere-surface system. Only the linear term in this expansion is retained, and this requires partial derivatives of the simulated radiance with respect to atmospheric and surface parameters that make up the state vector of retrieval elements and the vector of assumed model parameters that are not retrieved but are sources of error in the retrieval. A number of "linearized" RT models have been developed in recent years [22-28].

In this paper, we describe a new linearized vector code VLIDORT that is an addition to the family of LIDORT (linearized discrete ordinate radiative transfer) RT codes [28-32]. The original LIDORT code [28] generated Jacobians and radiances for the top of atmosphere (TOA) reflectance scenario for a plane-parallel multilayer atmosphere. This was generalized to include a pseudo-spherical treatment of solar beam attenuation, output at arbitrary optical thickness and viewing geometry, the use of Green's function solution methods, and the development of an exact single scatter correction [29,30]. There is also a sphericity correction for wide-angle off-nadir viewing in a curved atmosphere [31], and a detailed treatment of Jacobians with respect to properties characterizing non-Lambertian surface reflectance functions [32].

It is well known that the use of scalar radiative transfer (neglecting polarization) can lead to considerable errors for modeling backscatter spectra in the UV [33-35]. Studies with atmospheric chemistry instruments such as GOME, SCIAMACHY and OMI have shown that the treatment of polarization is critical for the successful retrieval of ozone profiles from UV backscatter [36,37]. The role of polarization has been investigated for retrieval scenarios involving important backscatter regions such as the oxygen $A$-band [38-40]. It has also been demonstrated that the use of passive sensing instruments with polarization capabilities can greatly enhance retrievals of aerosol information in the atmosphere [41,42]; this is becoming a very important issue as the scientific community tries to understand the effects of aerosol forcing [43,44]. Satellite instruments such as GOME-2 (due for launch in June 2006) [45] and OCO (Orbital Carbon Observatory, launch September 2008) [46] are polarizing spectrometers; vector radiative transfer is an essential ingredient of the forward modeling component of their retrieval algorithms. Vector RT modeling is slower than its scalar counterpart, and the treatment of polarization in forward modeling has often involved the creation of look-up tables of "polarization corrections" to total intensity. However, with the advent of new and planned instruments measuring polarization, there is a need for linearized vector models to deal directly with retrieval issues.

For VLIDORT, we have extended Siewert's rigorous solution for the plane-parallel slab problem [19] to multilayer stratified media, and we have developed pseudo-spherical formulations to deal with beam attenuations in a curved atmosphere. As with the scalar code, VLIDORT has an exact single scatter correction and a treatment of non-Lambertian (BRDF) surfaces. The major new aspect of the present work is the development of the linearization facility for VLIDORT for the generation of analytic weighting functions. This involves the complete differentiation of the polarized RT scattering theory in a multilayer atmosphere. In general, VLIDORT linearization follows the methodology developed for the scalar LIDORT code, though there are some notable differences in the treatment of the homogeneous solutions of the vector RTE.

The paper is organized as follows. Section 2 summarizes the theoretical framework of the vector RTE, including separation of the azimuthal dependence. Section 3 contains a description of the discrete ordinate solutions of the vector RTE for the homogeneous field and the particular integral in the presence of solar source terms; this section contains a detailed treatment of the analytic derivatives of these solutions. Section 4 deals with post-processing of the vector RT: the boundary value problem in a multilayer atmosphere and output at arbitrary viewing directions. Section 5 considers other aspects of the model, including the BRDF treatment, and exact single scatter calculations to improve accuracy. In Section 6, we discuss aspects the VLIDORT software package, including benchmarking the code and preparation of optical property inputs.

## 2. Theoretical framework

### 2.1. The vector RTE

A first-principles derivation of the vector RTE has been given in the analysis of Mishchenko [47]. The basic vector RTE is

$$
\begin{equation*}
\mu \frac{\partial}{\partial x} \mathbf{I}(x, \mu, \phi)=\mathbf{I}(x, \mu, \phi)-\mathbf{J}(x, \mu, \phi) . \tag{1}
\end{equation*}
$$

Here, x is the optical thickness measured from the top of the layer, $\mu$ is the polar angle cosine measured from the upward vertical, and $\phi$ is the azimuth angle relative to some fixed direction. The 4 -vector $\mathbf{I}$ is the diffuse field of Stokes components $\{I, Q, U, V\}[1]$, with $I$ the total intensity, $Q$ and $U$ describing linearly polarized radiation, and $V$ characterizing circularly polarized radiation. Vector $\mathbf{I}$ is defined with respect to a reference plane (usually, the local meridian plane). The degree of polarization $P$ of the radiation is

$$
\begin{equation*}
P=I^{-1} \sqrt{Q^{2}+U^{2}+V^{2}} \tag{2}
\end{equation*}
$$

The vector source term $\mathbf{J}(\mathrm{x}, \mu, \phi)$ has the form:

$$
\begin{equation*}
\mathbf{J}(x, \mu, \phi)=\frac{\omega(x)}{4 \pi} \int_{-1}^{1} \int_{0}^{2 \pi} \boldsymbol{\Pi}\left(x, \mu, \mu^{\prime}, \phi-\phi^{\prime} \mathbf{I}\left(x, \mu^{\prime}, \phi^{\prime}\right) \mathrm{d} \phi^{\prime} \mathrm{d} \mu^{\prime}+\mathbf{Q}(x, \mu, \phi) .\right. \tag{3}
\end{equation*}
$$

Here, $\omega$ is the single scattering albedo and $\boldsymbol{\Pi}$ the phase matrix for scattering. The first term in Eq. (3) represents multiple scattering contributions. For scattering of the attenuated solar beam, the inhomogeneous source term $\mathbf{Q}(\mathrm{x}, \mu, \phi)$ is written:

$$
\begin{equation*}
\mathbf{Q}(x, \mu, \varphi)=\frac{\omega(x)}{4 \pi} \boldsymbol{\Pi}\left(x, \mu,-\mu_{0}, \varphi-\varphi_{0}\right) \mathbf{I}_{0} T_{a} \exp [-\lambda x] . \tag{4}
\end{equation*}
$$

Here, $-\mu_{0}$ is the cosine of the solar zenith angle (with respect to the upward vertical); $\phi_{0}$ is the solar azimuth angle and $\mathbf{I}_{0}$ the Stokes vector of the incoming solar beam before attenuation.

The pseudo-spherical (P-S) beam attenuation in Eq. (4) is written $T_{a} \exp [-\lambda x]$, where $\mathrm{T}_{a}$ is the transmittance to the top of the layer, and $\lambda$ is a geometrical factor (the "average secant"). In the P-S formulation, all scattering takes place in a plane-parallel medium, but the solar beam attenuation is treated for a curved atmosphere. For plane-parallel attenuation, we have $\lambda=-1 / \mu_{0}$. It has been shown that the P-S approximation is accurate for solar zenith angles up to $90^{\circ}$ [48]. Details on the pseudo-spherical formulation are found in Appendix A.

In this paper, we consider an atmosphere illuminated by natural (unpolarized) sunlight, so that the solar irradiance at TOA is given by Stokes vector $\mathbf{I}_{0}=\left\{I_{0}, 0,0,0\right\}$. We assume that the medium comprises a stratification of optically uniform layers; for each layer, the single scattering albedo $\omega$ and the phase matrix $\boldsymbol{\Pi}$ in Eq. (3) do not depend on the optical thickness $x$, and we henceforth drop this dependence.

Matrix $\Pi$ relates scattering and incident Stokes vectors defined with respect to the meridian plane. The equivalent matrix for Stokes vectors with respect to the scattering plane is the scattering matrix $\mathbf{F}$. In this work, we restrict ourselves to scattering for a medium that is "macroscopically isotropic and symmetric" [49], with scattering for ensembles of randomly oriented particles having at least one plane of symmetry. In this case, $\mathbf{F}$ depends only on the scattering angle $\Theta$ between scattered and incident beams. Matrix $\boldsymbol{\Pi}$ is related to
$\mathbf{F}(\Theta)$ through application of two rotation matrices $\mathbf{L}\left(\pi-\sigma_{2}\right)$ and $\mathbf{L}\left(-\sigma_{1}\right)$ (for definitions of these matrices and the angles of rotation $\sigma_{1}$ and $\sigma_{2}$, see [48]):

$$
\begin{align*}
& \boldsymbol{\Pi}\left(\mu, \phi, \mu^{\prime}, \phi^{\prime}\right)=\mathbf{L}\left(\pi-\sigma_{2}\right) \mathbf{F}(\Theta) \mathbf{L}\left(-\sigma_{1}\right)  \tag{5}\\
& \cos \Theta=\mu \mu^{\prime}+\sqrt{1-\mu^{2}} \sqrt{1-\mu^{\prime 2}} \cos \left(\phi-\phi^{\prime}\right) \tag{6}
\end{align*}
$$

In our case, $\mathbf{F}(\Theta)$ has the well-known form:

$$
\mathbf{F}(\Theta)=\left(\begin{array}{cccc}
a_{1}(\Theta) & b_{1}(\Theta) & 0 & 0  \tag{7}\\
b_{1}(\Theta) & a_{2}(\Theta) & 0 & 0 \\
0 & 0 & a_{3}(\Theta) & b_{2}(\Theta) \\
0 & 0 & -b_{2}(\Theta) & a_{4}(\Theta)
\end{array}\right)
$$

The upper left entry in this matrix is the phase function and satisfies the normalization condition:

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{\pi} a_{1}(\Theta) \sin \Theta \mathrm{d} \Theta=1 \tag{8}
\end{equation*}
$$

### 2.2. Azimuthal separation

For the special form of $\mathbf{F}$ in Eq. (7), the dependence on scattering angle allows us to develop expansions of the six independent scattering functions in terms of a set of generalized spherical functions $P_{m n}^{l}(\cos \Theta)$ [49]:

$$
\begin{align*}
& a_{1}(\Theta)=\sum_{l=0}^{L M} \beta_{l} P_{00}^{l}(\cos \Theta),  \tag{9}\\
& a_{2}(\Theta)+a_{3}(\Theta)=\sum_{l=0}^{L M}\left(\alpha_{l}+\zeta_{l}\right) P_{2,2}^{l}(\cos \Theta),  \tag{10}\\
& a_{2}(\Theta)-a_{3}(\Theta)=\sum_{l=0}^{L M}\left(\alpha_{l}-\zeta_{l}\right) P_{2,-2}^{l}(\cos \Theta),  \tag{11}\\
& a_{4}(\Theta)=\sum_{l=0}^{L M} \delta_{l} P_{00}^{l}(\cos \Theta),  \tag{12}\\
& b_{1}(\Theta)=\sum_{l=0}^{L M} \gamma_{l} P_{02}^{l}(\cos \Theta),  \tag{13}\\
& b_{2}(\Theta)=-\sum_{l=0}^{L M} \varepsilon_{l} P_{02}^{l}(\cos \Theta) . \tag{14}
\end{align*}
$$

The six sets of "Greek constants" $\left\{\alpha_{1}, \beta_{1}, \gamma_{1}, \delta_{1}, \varepsilon_{1}, \zeta_{1}\right\}$ must be specified for each moment $l$ in these spherical-function expansions. The number of terms LM depends on the level of numerical accuracy. Values $\left\{\beta_{1}\right\}$ are the phase function Legendre expansion coefficients as used in the scalar RTE. These "Greek constants" are commonly used to specify the polarized-light single-scattering law, and there are a number of efficient analytical techniques for their computation, not only for spherical particles (see for example [12]) but also for randomly oriented homogeneous and inhomogeneous non-spherical particles and aggregated scatterers [50-52].

With this representation in Eqs. (9)-(14), one can then develop a Fourier decomposition of $\boldsymbol{\Pi}$ to separate the azimuthal dependence (cosine and sine series in the relative azimuth $\phi-\phi_{0}$ ). The same separation is applied to the Stokes vector itself. A convenient formalism for this separation was developed by Siewert and coworkers [6-8], and we summarize the results here for illumination by natural light. The Stokes vector Fourier decomposition is

$$
\begin{align*}
& \mathbf{I}(x, \mu, \phi)=\frac{1}{2} \sum_{l=m}^{L M}\left(2-\delta_{m, 0}\right) \boldsymbol{\Phi}^{m}\left(\phi-\phi_{0}\right) \mathbf{I}^{m}(x, \mu),  \tag{15}\\
& \boldsymbol{\Phi}^{m}(\phi)=\operatorname{diag}\{\cos m \phi, \cos m \phi, \sin m \phi, \sin m \phi\} . \tag{16}
\end{align*}
$$

The phase matrix decomposition is:

$$
\begin{align*}
& \Pi\left(\mu, \phi, \mu^{\prime}, \phi^{\prime}\right)=\frac{1}{2} \sum_{l=m}^{L M}\left(2-\delta_{m, 0}\right)\left[\mathbf{C}^{m}\left(\mu, \mu^{\prime}\right) \cos m\left(\phi-\phi^{\prime}\right)+\mathbf{S}^{m}\left(\mu, \mu^{\prime}\right) \sin m\left(\phi-\phi^{\prime}\right)\right]  \tag{17}\\
& \mathbf{C}^{m}\left(\mu, \mu^{\prime}\right)=\mathbf{A}^{m}\left(\mu, \mu^{\prime}\right)+\mathbf{D A}^{m}\left(\mu, \mu^{\prime}\right) \mathbf{D}  \tag{18}\\
& \mathbf{S}^{m}\left(\mu, \mu^{\prime}\right)=\mathbf{A}^{m}\left(\mu, \mu^{\prime}\right) \mathbf{D}-\mathbf{D A}^{m}\left(\mu, \mu^{\prime}\right),  \tag{19}\\
& A^{m}\left(\mu, \mu^{\prime}\right)=\sum_{l=m}^{L M} \mathbf{P}_{l}^{m}(\mu) \mathbf{B}_{l} \mathbf{P}_{l}^{m}\left(\mu^{\prime}\right)  \tag{20}\\
& \mathbf{D}=\operatorname{diag}\{1,1,-1,-1\} \tag{21}
\end{align*}
$$

This yields the following RTE for the Fourier component:

$$
\begin{equation*}
\mu \frac{\mathrm{d} \mathbf{I}^{m}(x, \mu)}{\mathrm{d} x}+\mathbf{I}^{m}(x, \mu)=\frac{\omega}{2} \sum_{l=m}^{L M} \mathbf{P}_{l}^{m}(\mu) \mathbf{B}_{l} \int_{-1}^{1} \mathbf{P}_{l}^{m}\left(\mu^{\prime}\right) \mathbf{I}^{m}\left(x, \mu^{\prime}\right) \mathrm{d} \mu^{\prime}+\mathbf{Q}^{m}(x, \mu) . \tag{22}
\end{equation*}
$$

Here, the source term is written:

$$
\begin{equation*}
\mathbf{Q}^{m}(x, \mu)=\frac{\omega}{2} \sum_{l=m}^{L M} \mathbf{P}_{l}^{m}(\mu) \mathbf{B}_{l} \mathbf{P}_{l}^{m}\left(-\mu_{0}\right) \mathbf{I}_{0} T_{a} \mathrm{e}^{-\lambda x} \tag{23}
\end{equation*}
$$

The phase matrix expansion is expressed through the two matrices:

$$
\begin{align*}
& \mathbf{B}_{l}=\left(\begin{array}{cccc}
\beta_{l} & \gamma_{l} & 0 & 0 \\
\gamma_{l} & \alpha_{l} & 0 & 0 \\
0 & 0 & \varsigma_{l} & -\varepsilon_{l} \\
0 & 0 & \varepsilon_{l} & \delta_{l}
\end{array}\right),  \tag{24}\\
& \mathbf{P}_{l}^{m}(\mu)=\left(\begin{array}{cccc}
P_{l}^{m}(\mu) & 0 & 0 & 0 \\
0 & R_{l}^{m}(\mu) & -T_{l}^{m}(\mu) & 0 \\
0 & -T_{l}^{m}(\mu) & R_{l}^{m}(\mu) & 0 \\
0 & 0 & 0 & P_{l}^{m}(\mu)
\end{array}\right) \tag{25}
\end{align*}
$$

The "Greek matrices" $\mathbf{B}_{l}$ for $0 \leqslant 1 \leqslant$ LM contain the sets of expansion coefficients that define the scattering law. The $\mathbf{P}_{l}^{m}(\mu)$ matrices contain entries of normalized Legendre functions $P_{l}^{m}(\mu)$ and functions $R_{l}^{m}(\mu)$ and $T_{l}^{m}(\mu)$ which are related to $P_{m n}^{l}(\mu)$ (for details, see for example [19]).

### 2.3. Boundary conditions

Discrete ordinate RT is pure scattering theory: in a multilayer medium, it is only necessary to specify the layer total optical thickness values $\Delta_{n}$, the layer total single scatter albedo $\omega_{n}$, and the layer $4 \times 4$ matrices $\mathbf{B}_{n l}$ of expansion coefficients ( $l$ being the moment number) for the total scattering. To complete the calculation of the radiation field in a stratified multilayer medium, we have the following boundary conditions:
(I) No diffuse downwelling radiation at TOA. Thus for the first layer we have:

$$
\begin{equation*}
\mathbf{I}_{n}^{+}(0, \mu, \phi)=0 \quad(n=1) . \tag{26}
\end{equation*}
$$

(II) Continuity of the upwelling and downwelling radiation fields at intermediate boundaries. If $N_{\text {TOTAL }}$ is the number of layers in the medium, then:

$$
\begin{equation*}
\mathbf{I}_{n-1}^{ \pm}\left(\Delta_{n-1}\right)=\mathbf{I}_{n}^{ \pm}(0) \quad\left(n=2, \ldots N_{\text {TOTAL }}\right) \tag{27}
\end{equation*}
$$

(III) A surface reflection condition relating the upwelling and downwelling radiation fields at the bottom of the atmosphere [53]:

$$
\begin{equation*}
\mathbf{I}_{n}^{-}\left(\Delta_{n}, \mu, \phi\right)=\mathbf{R}\left(\mu, \phi ; \mu^{\prime}, \phi^{\prime}\right) \mathbf{I}_{n}^{+}\left(\Delta_{n}, \mu^{\prime}, \phi^{\prime}\right) \quad\left(n=N_{\text {TOTAL }}\right) . \tag{28}
\end{equation*}
$$

Here, reflection matrix $\mathbf{R}$ relates incident and reflected directions.
The convention adopted here is to use a "+" suffix for downwelling solutions, and a "-" suffix for upwelling radiation. Conditions (I) and (II) are obeyed by all Fourier components in the azimuthal series. For condition (III), it is necessary to construct a Fourier decomposition of the BRDF operator $\mathbf{R}$ to separate the azimuth dependence; we return to this issue in Section 5.3. The Lambertian case (isotropic reflectance) only applies for Fourier component $m=0$ and Eq. (28) then becomes [19]:

$$
\begin{equation*}
\mathbf{I}_{n}^{-}\left(\Delta_{n}, \mu\right)=2 \delta_{m, 0} R_{0} \mathbf{E}_{1}\left[\mu_{0} \mathbf{I}_{0} T_{n-1} \exp \left(-\lambda_{n} \Delta_{n}\right)+\int_{0}^{1} \mathbf{I}_{n}^{+}\left(\Delta_{n}, \mu^{\prime}\right) \mu^{\prime} \mathrm{d} \mu^{\prime}\right] \tag{29}
\end{equation*}
$$

Here, $\mathbf{R}_{0}$ is the Lambertian albedo, $\mathbf{E}_{1}=\operatorname{diag}\{1,0,0,0\}$, and $T_{n-1} \exp \left(-\lambda_{n} \Delta_{n}\right)$ is the whole-atmosphere slant path optical depth for the solar beam.

### 2.4. Jacobian definitions

Atmospheric Jacobians (also known as weighting functions) are normalized analytic derivatives of the Stokes vector field with respect to any atmospheric property $\xi_{\mathrm{n}}$ defined in layer $n$ :

$$
\begin{equation*}
\mathbf{K}_{\xi}(x, \mu, \phi)=\xi \frac{\partial \mathbf{I}(x, \mu, \phi)}{\partial \xi} . \tag{30}
\end{equation*}
$$

The Fourier series azimuth dependence (Eq. (15)) is also valid:

$$
\begin{equation*}
\mathbf{K}_{\xi}(x, \mu, \phi)=\frac{1}{2} \sum_{l=m}^{L M}\left(2-\delta_{m, 0}\right) \mathbf{C}^{m}\left(\phi-\phi_{0}\right) \mathbf{K}_{\xi}^{m}(x, \mu) . \tag{31}
\end{equation*}
$$

We use the linearization notation:

$$
\begin{equation*}
\mathscr{L}_{p}\left(y_{n}\right)=\xi_{p} \frac{\partial y_{n}}{\partial \xi_{p}} \tag{32}
\end{equation*}
$$

to indicate the normalized derivative of $y_{n}$ in layer $n$ with respect to variable $\xi_{p}$ in layer $p$.
As noted in section 2.3, for the radiation field, input optical properties are $\left\{\Delta_{n}, \omega_{n}, \mathbf{B}_{n l}\right\}$ for each layer $n$ in a multilayer medium. For Jacobians, we require an additional set of linearized optical property inputs $\left\{\mathscr{V}_{n}, \mathscr{U}_{n}, \mathscr{Z}_{n l}\right\}$ defined with respect to variable $\xi_{n}$ in layer $n$ for which we require weighting functions.

These are:

$$
\begin{equation*}
\mathscr{V}_{n} \equiv \mathscr{L}_{n}\left(\Delta_{n}\right), \quad \mathscr{U}_{n} \equiv \mathscr{L}_{n}\left(\omega_{n}\right), \quad{ }_{n l} \mathscr{Z} \equiv \mathscr{L}_{n}\left(\mathbf{B}_{n l}\right) . \tag{33}
\end{equation*}
$$

In Section 4.3 we give an example of input sets $\left\{\Delta_{n}, \omega_{n}, \mathbf{B}_{n l}\right\}$ and their linearizations $\left\{\mathscr{V}_{n}, \mathscr{U}_{n}, \mathscr{Z}_{n l}\right\}$ for a typical atmospheric scenario with molecular and aerosol scattering. One can also define weighting functions with respect to the basic optical properties: for example, if $\xi_{n}=\Delta_{n}$, then $\mathscr{V}_{n} \equiv \mathscr{L}_{n}\left(\Delta_{n}\right)=\Delta_{n}$. It turns out that all weighting functions can be derived from a basic set of Jacobians defined with respect to $\left\{\Delta_{n}, \omega_{n}, \mathbf{B}_{n l}\right\}$; we return to this point in Section 6.2.

For surface weighting functions, we need to know how the BRDF matrix operator $\mathbf{R}$ in Eq. (28) is parameterized. In VLIDORT, we have adopted a 3-kernel BRDF formulation of surface reflectance similar to the scheme developed in [31] for LIDORT. In Section 4, we confine our attention to the Lambertian case, and discuss the BRDF implementation later in Section 5.3.

### 2.5. Solution strategy

The solution strategy has two stages. First, for each layer, we establish discrete ordinate solutions to the homogeneous RTE (in the absence of sources) and to the RTE with solar source term (Section 3). Second, we complete the solution by application of boundary conditions and by source function integration of the RTE in order to establish solutions away from discrete ordinate directions (Section 4). In Section 5, we finish the VLIDORT description with a summary of the delta-M approximation, an exact single-scatter treatment, and the use of a 3-kernel BRDF model.

The complete vector RT solution for a plane-parallel slab was developed by Siewert [19], and we follow some elements in this formulation. Our description also adheres closely to the LIDORT treatment, especially concerning this particular integral solution, formulation of the boundary-value problem and linearization methodology.

In the following sections, we suppress the Fourier index $m$ unless noted explicitly, and wavelength dependence is implicit throughout. We sometimes suppress the layer index $n$ in the interests of clarity. For matrix notation, ordinary $4 \times 1$ vectors and $4 \times 4$ matrices are written in bold typeface, while $4 N \times 1$ vectors and $4 N \times 4 N$ matrices are written in bold typeface with a tilde symbol ( $N$ is the number of discrete ordinate directions in the half-space).

## 3. Discrete ordinate solutions and linearizations

### 3.1. Homogeneous RTE, eigenproblem reduction

We solve Eq. (22) without the solar source term. For each Fourier term $m$, the multiple scatter integral over the upper and lower polar direction half-spaces is approximated by a double Gaussian quadrature scheme [54], with stream directions $\left\{ \pm \mu_{i}\right\}$ and Gauss-Legendre weights $\left\{w_{i}\right\}$ for $\mathrm{i}=1, \ldots N$. The resulting vector RTE for Fourier component $m$ is then:

$$
\begin{equation*}
\pm \mu_{i} \frac{\mathrm{~d} \mathbf{I}_{i}^{ \pm}(x)}{\mathrm{d} x} \pm \mathbf{I}_{i}^{ \pm}(x)=\frac{\omega_{n}}{2} \sum_{l=m}^{L M} \mathbf{P}_{l}^{m}\left( \pm \mu_{i}\right) \mathbf{B}_{l} \sum_{j=1}^{N} w_{j}\left\{\mathbf{I}_{j}^{+}(x) \mathbf{P}_{l}^{m}\left(\mu_{j}\right)+\mathbf{I}_{j}^{-}(x) \mathbf{P}_{l}^{m}\left(-\mu_{j}\right)\right\} \tag{34}
\end{equation*}
$$

Eq. (34) is a set of $8 N$ coupled first-order linear differential equations for $\mathbf{I}_{i}^{ \pm}(x)$. As with the scalar case, these are solved by eigenvalue methods. We follow [19] for the most part. Solutions for these homogeneous equations are found with the ansatz:

$$
\begin{equation*}
\mathbf{I}_{\alpha}^{ \pm}\left(x, \pm \mu_{i}\right)=\mathbf{W}_{\alpha}\left( \pm \mu_{i}\right) \exp \left[-k_{\alpha} x\right] . \tag{35}
\end{equation*}
$$

We define the $(4 N \times 1)$ vector (superscript " $T$ " denotes matrix transpose):

$$
\begin{equation*}
\tilde{\mathbf{W}}_{\alpha}^{ \pm}=\left[\mathbf{W}_{\alpha}^{\mathrm{T}}\left( \pm \mu_{1}\right), \mathbf{W}_{\alpha}^{\mathrm{T}}\left( \pm \mu_{2}\right), \ldots, \mathbf{W}_{\alpha}^{\mathrm{T}}\left( \pm \mu_{N}\right)\right]^{\mathrm{T}} \tag{36}
\end{equation*}
$$

Eqs. (34) are decoupled using $\tilde{\mathbf{X}}_{\alpha}=\tilde{\mathbf{W}}_{\alpha}^{+}+\tilde{\mathbf{W}}_{\alpha}^{-}$and $\tilde{\mathbf{Y}}_{\alpha}=\tilde{\mathbf{W}}_{\alpha}^{+}-\tilde{\mathbf{W}}_{\alpha}^{-}$(sum and difference vectors), and the order of the system can then be reduced from $8 N$ to $4 N$. This gives an eigenproblem for the collection of separation constants $\left\{k_{\alpha}\right\}$ and associated solution $4 N$-vectors $\left\{\tilde{\mathbf{X}}_{\alpha}\right\}$, where $\alpha=1, \ldots 4 N$. The eigenmatrix $\tilde{\boldsymbol{\Gamma}}$ is constructed from optical property inputs $\omega$ and $\mathbf{B}_{l}$ and products of the matrices $\mathbf{P}_{l}^{m}\left(\mu_{j}\right)$. The eigenproblem is [19]:

$$
\begin{align*}
& \tilde{\mathbf{X}}_{\alpha}^{\perp} \tilde{\boldsymbol{\Gamma}}=k_{\alpha}^{2} \tilde{\mathbf{X}}_{\alpha}^{\perp}, \quad \tilde{\boldsymbol{\Gamma}} \tilde{\mathbf{X}}_{\alpha}=k_{\alpha}^{2} \tilde{\mathbf{X}}_{\alpha},  \tag{37}\\
& \tilde{\boldsymbol{\Gamma}}=\tilde{\mathbf{S}}^{+} \tilde{\mathbf{S}}^{-}  \tag{38}\\
& \tilde{\mathbf{S}}^{ \pm}=\left[\tilde{\mathbf{E}}-\frac{\omega}{2} \sum_{l=m}^{L M} \tilde{\boldsymbol{\Pi}}(l, m) \mathbf{B}_{l} \mathbf{A}^{ \pm} \tilde{\boldsymbol{\Pi}}^{\mathrm{T}}(l, m) \tilde{\boldsymbol{\Omega}}\right] \tilde{\mathbf{M}}^{-1},  \tag{39}\\
& \tilde{\boldsymbol{\Pi}}(l, m)=\operatorname{diag}\left[\mathbf{P}_{l}^{m}\left(\mu_{1}\right), \mathbf{P}_{l}^{m}\left(\mu_{2}\right), \ldots, \mathbf{P}_{l}^{m}\left(\mu_{N}\right)\right]^{T},  \tag{40}\\
& \tilde{\mathbf{M}}=\operatorname{diag}\left[\mu_{1} \mathbf{E}, \mu_{2} \mathbf{E}, \ldots, \mu_{N} \mathbf{E}\right],  \tag{41}\\
& \tilde{\mathbf{\Omega}}=\operatorname{diag}\left[w_{1} \mathbf{E}, w_{2} \mathbf{E}, \ldots, w_{N} \mathbf{E}\right],  \tag{42}\\
& \mathbf{A}^{ \pm}=\mathbf{E} \pm(-1)^{l-m} \mathbf{D} . \tag{43}
\end{align*}
$$

Here, $\mathbf{E}$ is the $4 \times 4$ identity matrix, and $\tilde{\mathbf{E}}$ the $4 N \times 4 N$ identity matrix. The ( $\perp$ ) superscript indicates the conjugate transpose. The link between the eigenvector $\tilde{\mathbf{X}}_{\alpha}$ and the solution vectors in Eq. (35) is through the auxiliary equations:

$$
\begin{equation*}
\tilde{\mathbf{W}}_{\alpha}^{ \pm}=\frac{1}{2} \tilde{\mathbf{M}}^{-1}\left[\tilde{\mathbf{E}} \pm \frac{1}{k_{\alpha}} \tilde{\mathbf{S}}^{+}\right] \tilde{\mathbf{X}}_{\alpha} . \tag{44}
\end{equation*}
$$

Eigenvalues occur in pairs $\left\{ \pm k_{\alpha}\right\}$. As noted by Siewert [19], both complex variable and real-variable eigensolutions may be present. Left and right eigenvectors share the same spectrum of eigenvalues. Solutions may be determined with the complex-variable eigensolver DGEEV from the LAPACK suite [55]. DGEEV returns eigenvalues plus left- and right-eigenvectors with unit modulus.

In the scalar case, the formulation of the eigenproblem is simpler (see [29] for example). The eigenmatrix can be made symmetric and all eigensolutions are real-valued. In this case, the eigensolver module ASYMTX [16] is used. ASYMTX is a modification of the LAPACK routine for real roots; it delivers only the right eigenvectors. For the vector case, there are circumstances (pure Rayleigh scattering for example) where complex eigensolutions are absent, and one may then use the faster ASYMTX routine. We return to this point in Section 6.4.

The complete homogeneous solution in one layer is a linear combination of all positive and negative eigensolutions:

$$
\begin{align*}
& \tilde{\mathbf{I}}_{+}(x)=\tilde{\mathbf{D}}^{+} \sum_{\alpha=1}^{4 N}\left\{L_{\alpha} \tilde{\mathbf{W}}_{\alpha}^{+} \exp \left[-k_{\alpha} x\right]+M_{\alpha} \tilde{\mathbf{W}}_{\alpha}^{-} \exp \left[-k_{\alpha}(\Delta-x)\right]\right\},  \tag{45}\\
& \tilde{\mathbf{I}}_{-}(x)=\tilde{\mathbf{D}}^{-} \sum_{\alpha=1}^{4 N}\left\{L_{\alpha} \tilde{\mathbf{W}}_{\alpha}^{-} \exp \left[-k_{\alpha} x\right]+M_{\alpha} \tilde{\mathbf{W}}_{\alpha}^{+} \exp \left[-k_{\alpha}(\Delta-x)\right]\right\} . \tag{46}
\end{align*}
$$

Here, $\tilde{\mathbf{D}}^{-}=\operatorname{diag}\{\mathbf{D}, \mathbf{D}, \ldots, \mathbf{D}\}$ and $\tilde{\mathbf{D}}^{+}=\tilde{\mathbf{E}}$. The use of optical thickness $\Delta-x$ in the second exponential ensures that solutions remain bounded [56]. The quantities $\left\{L_{\alpha}, M_{\alpha}\right\}$ are the constants of integration, and must be determined by the boundary conditions.

In Eqs. (45) and (46), some eigensolutions will be complex, some real. It is understood that when we use these expressions in the boundary value problem (Section 4.1), we compute the real parts of any contributions to the Stokes vectors resulting from complex eigensolutions. Thus if $\left\{k_{\alpha}, \tilde{\mathbf{W}}_{\alpha}^{+}\right\}$is a complex solution with
(complex) integration constant $L_{\alpha}$, we require:

$$
\begin{equation*}
\operatorname{Re}\left[L_{\alpha} \tilde{\mathbf{W}}_{\alpha}^{-} \mathrm{e}^{-k_{\alpha} x}\right]=\operatorname{Re}\left[L_{\alpha}\right] \operatorname{Re}\left[\tilde{\mathbf{W}}_{\alpha}^{-} \mathrm{e}^{-k_{\alpha} x}\right]-\operatorname{Im}\left[L_{\alpha}\right] \operatorname{Im}\left[\tilde{\mathbf{W}}_{\alpha}^{-} \mathrm{e}^{-k_{\alpha} x}\right] . \tag{47}
\end{equation*}
$$

From a bookkeeping standpoint, one must keep count of the number of real and complex solutions, and treat them separately in the numerical implementation. In the interests of clarity, we have not made an explicit separation of complex variables, and it will be clear from the context whether real or complex variables are under consideration.

### 3.2. Linearization of the eigenproblem

We require derivatives of the above eigenvectors and separation constants with respect to some atmospheric variable $\xi$ in layer $n$. From (38) and (39), the eigenmatrix $\tilde{\Gamma}$ is a linear function of the single scatter albedo $\omega$ and the matrix of expansion coefficients $\mathbf{B}_{l}$, and its (real-variable) linearization $\mathscr{L}(\tilde{\boldsymbol{\Gamma}})$ is easy to establish from chain-rule differentiation:

$$
\begin{align*}
& \mathscr{L}(\tilde{\boldsymbol{\Gamma}})=\mathscr{L}\left(\tilde{\mathbf{S}}^{+}\right) \tilde{\mathbf{S}}^{-}+\tilde{\mathbf{S}}^{+} \mathscr{L}\left(\tilde{\mathbf{S}}^{-}\right),  \tag{48}\\
& \mathscr{L}\left(\tilde{\mathbf{S}}^{ \pm}\right)=\left[\sum_{l=m}^{L M}\left\{\frac{\mathscr{L}(\omega)}{2} \tilde{\boldsymbol{\Pi}}(l, m) \mathbf{B}_{l}+\frac{\omega}{2} \tilde{\boldsymbol{\Pi}}(l, m) \mathscr{L}\left(\mathbf{B}_{l}\right)\right\} \mathbf{A}^{ \pm} \tilde{\boldsymbol{\Pi}}^{\mathrm{T}}(l, m) \tilde{\boldsymbol{\Omega}}\right] \tilde{\mathbf{M}}^{-1} . \tag{49}
\end{align*}
$$

In Eq. (49), $\mathscr{L}(\omega)=\mathscr{U}$ and $\mathscr{L}\left(\mathbf{B}_{l}\right)=\mathscr{Z}_{l}$ are the linearized optical property inputs (Eq. (33)). Next, we differentiate both the left and right eigensystems (37) to find:

$$
\begin{align*}
& \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}^{\perp}\right) \tilde{\boldsymbol{\Gamma}}+\tilde{\mathbf{X}}_{\alpha}^{\perp} \mathscr{L}(\tilde{\boldsymbol{\Gamma}})=2 k_{\alpha} \mathscr{L}\left(k_{a}\right) \tilde{\mathbf{X}}_{\alpha}^{\perp}+k_{\alpha}^{2} \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}^{\perp}\right),  \tag{50}\\
& \tilde{\boldsymbol{\Gamma}} \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)+\mathscr{L}(\tilde{\boldsymbol{\Gamma}}) \tilde{\mathbf{X}}_{\alpha}=2 k_{\alpha} \mathscr{L}\left(k_{\alpha}\right) \tilde{\mathbf{X}}_{\alpha}+k_{\alpha}^{2} \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right) . \tag{51}
\end{align*}
$$

We form a dot product by pre-multiplying (51) with the transpose vector $\tilde{\mathbf{X}}_{\alpha}^{\perp}$, rearranging to get:

$$
\begin{equation*}
2 k_{\alpha} \mathscr{L}\left(k_{\alpha}\right)\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp}, \tilde{\mathbf{X}}_{\alpha}\right\rangle-\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp}, \mathscr{L}(\tilde{\mathbf{\Gamma}}) \tilde{\mathbf{X}}_{\alpha}\right\rangle=k_{\alpha}^{2}\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp}, \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)\right\rangle-\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp}, \tilde{\boldsymbol{\Gamma}} \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)\right\rangle \tag{52}
\end{equation*}
$$

From the definitions in Eq. (37), we have:

$$
\begin{equation*}
\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp}, \tilde{\boldsymbol{\Gamma}} \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)\right\rangle=\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp} \tilde{\boldsymbol{\Gamma}}, \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)\right\rangle=k_{\alpha}^{2}\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp}, \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)\right\rangle \tag{53}
\end{equation*}
$$

and hence the right-hand side of (52) is identically zero. We thus have:

$$
\begin{equation*}
\mathscr{L}\left(k_{\alpha}\right)=\frac{\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp}, \mathscr{L}\left(\tilde{\mathbf{\Gamma}}^{\boldsymbol{\Gamma}}\right) \tilde{\mathbf{X}}_{\alpha}\right\rangle}{2 k_{\alpha}\left\langle\tilde{\mathbf{X}}_{\alpha}^{\perp}, \tilde{\mathbf{X}}_{\alpha}\right\rangle} . \tag{54}
\end{equation*}
$$

Next, we substitute Eq. (54) in (52) to obtain the following $4 N \times 4 N$ linear algebra problem for each eigensolution linearization:

$$
\begin{align*}
& \tilde{\mathbf{H}}_{\alpha} \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)=\tilde{\mathbf{C}}_{\alpha}  \tag{55}\\
& \tilde{\mathbf{H}}_{\alpha}=\tilde{\boldsymbol{\Gamma}}-k_{\alpha}^{2} \tilde{\mathbf{E}}  \tag{56}\\
& \tilde{\mathbf{C}}_{\alpha}=2 k_{\alpha} \mathscr{L}\left(k_{\alpha}\right) \tilde{\mathbf{X}}_{\alpha}-\mathscr{L}(\tilde{\boldsymbol{\Gamma}}) \tilde{\mathbf{X}}_{\alpha} . \tag{57}
\end{align*}
$$

Implementation of Eq. (55) "as is" is not possible due to the degeneracy of the eigenproblem, and we need additional constraints to find the unique solution for $\mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)$. The treatment for real and complex solutions is different.

Real solutions: The unit-modulus eigenvector normalization can be expressed as $\left\langle\tilde{\mathbf{X}}_{\alpha}, \tilde{\mathbf{X}}_{\alpha}\right\rangle=1$ in dot-product notation. Linearizing, this yields one equation:

$$
\begin{equation*}
\mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right) \tilde{\mathbf{X}}_{\alpha}+\tilde{\mathbf{X}}_{\alpha} \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)=0 \tag{58}
\end{equation*}
$$

The solution procedure uses $4 N-1$ equations from (55), along with Eq. (58) to form a slightly modified linear system of rank $4 N$. This system is then solved by standard means using the DGETRF and DGETRS LU-decomposition routines from the LAPACK suite.

This procedure was not used in the scalar LIDORT code [28-29]. This is because ASYMTX has no adjoint solution, so there is no determination of $\mathscr{L}\left(k_{\alpha}\right)$ as in Eq. (54). Instead, LIDORT uses the complete set (55) in addition to constraint (58) to form a system of rank $N+1$ for the unknowns $\mathscr{L}\left(k_{\alpha}\right)$ and $\mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)$.

Complex solutions: In this case, Eq. (55) is a complex-variable system for both the real and imaginary parts of the linearized eigenvectors. There are $8 N$ equations in all, but now we require two constraint conditions to remove the eigenproblem arbitrariness. The first is Eq. (58). The second condition is imposed by the following DGEEV normalization: for that element of an eigenvector with the largest real value, the corresponding imaginary part is always set to zero. Thus for an eigenvector $\tilde{\mathbf{X}}$, if element $\operatorname{Re}\left[X_{\mathrm{J}}\right]=\max \left\{\operatorname{Re}\left[X_{j}\right]\right\}$ for $j=1, \ldots 4 N$, then $\operatorname{Im}\left[X_{\mathrm{J}}\right]=0$. In this case, it is also true that $L\left(\operatorname{Im}\left[X_{\mathrm{J}}\right]\right)=0$. This is the second condition.

The solution procedure is then (1) in Eq. (55) to strike out the row and column J in matrix $\tilde{\mathbf{H}}_{\alpha}$ for which the quantity $\operatorname{Im}\left[X_{\mathrm{J}}\right]$ is zero, and strike out the corresponding row in the right-hand vector $\tilde{\mathbf{C}}_{\alpha}$; and (2) in the resulting $8 N 1$ system, replace one of the rows with the normalization constraint Eq. (58). $\mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)$ is then the solution of the resulting linear system.

We have gone into detail here, as the above procedure for eigensolution differentiation is the most crucial step in the linearization process, and there are several points of departure from the equivalent procedure in the scalar case. Having derived the linearizations $\mathscr{L}\left(k_{\alpha}\right)$ and $\mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right)$, we complete this section by differentiating the auxiliary result in Eq. (44) to establish $\mathscr{L}\left(\tilde{\mathbf{W}}_{\alpha}^{ \pm}\right)$:

$$
\begin{equation*}
\mathscr{L}\left(\tilde{\mathbf{W}}_{\alpha}^{ \pm}\right)=\frac{1}{2} \tilde{\mathbf{M}}^{-1}\left[\mp \frac{\mathscr{L}\left(k_{\alpha}\right)}{k_{\alpha}^{2}} \tilde{\mathbf{S}}^{+} \pm \frac{1}{k_{\alpha}} \mathscr{L}\left(\tilde{\mathbf{S}}^{+}\right)\right] \tilde{\mathbf{X}}_{\alpha}+\frac{1}{2} \tilde{\mathbf{M}}^{-1}\left[\tilde{\mathbf{E}} \pm \frac{1}{k_{\alpha}} \tilde{\mathbf{S}}^{+}\right] \mathscr{L}\left(\tilde{\mathbf{X}}_{\alpha}\right) . \tag{59}
\end{equation*}
$$

Finally, we have linearizations of the transmittance derivatives in Eqs. (45) and (46):

$$
\begin{equation*}
\mathscr{L}\left(\exp \left[-k_{\alpha} x\right]\right)=-x\left\{\mathscr{L}\left(k_{\alpha}\right)+k_{\alpha} \mathscr{L}(x)\right\} \exp \left[-k_{\alpha} x\right] . \tag{60}
\end{equation*}
$$

Here, $x$ and $\Delta_{n}$ are proportional for an optically uniform layer, so that

$$
\begin{equation*}
\mathscr{L}_{\xi}(x)=\frac{x}{\Delta_{n}} \mathscr{L}_{\xi}\left(\Delta_{n}\right)=\frac{x}{\Delta_{n}} \mathscr{V}_{\xi} . \tag{61}
\end{equation*}
$$

### 3.3. Particular integrals of the vector RTE

### 3.3.1. Solving the RTE by substitution

In the treatment of the particular integral solutions of the vector RTE, we use a more traditional substitution method rather than the Green's function formalism of Siewert [19]. This is mainly for reasons of clarity and ease of exposition. Referring to Eq. (23), inhomogeneous source terms in the discrete ordinate directions are:

$$
\begin{equation*}
\mathbf{Q}_{n}^{m}\left(x, \pm \mu_{i}\right)=\frac{\omega}{2} \sum_{l=m}^{L} \mathbf{P}_{l}^{m}\left( \pm \mu_{i}\right) \mathbf{B}_{n l} \mathbf{P}_{l}^{m}\left(-\mu_{0}\right) \mathbf{I}_{0} T_{n-1} \exp \left(-\lambda_{n} x\right) \tag{62}
\end{equation*}
$$

Here $T_{n-1}$ is the solar beam transmittance to the top of layer $n$, and in the pseudo-spherical approximation, $\lambda_{n}$ is the average secant (Appendix A). Particular solutions may be found by substitution:

$$
\begin{equation*}
\mathbf{I}^{ \pm}\left(x, \pm \mu_{i}\right)=\mathbf{Z}_{n}\left( \pm \mu_{i}\right) T_{n-1} \exp \left[-\lambda_{n} x\right] \tag{63}
\end{equation*}
$$

and by analogy with the homogeneous case, we define the $4 N \times 1$ vectors:

$$
\begin{equation*}
\tilde{\mathbf{Z}}_{n}^{ \pm}=\left[\mathbf{Z}_{n}^{\mathrm{T}}\left( \pm \mu_{1}\right), \mathbf{Z}_{n}^{\mathrm{T}}\left( \pm \mu_{2}\right), \ldots,, \mathbf{Z}_{n}^{\mathrm{T}}\left( \pm \mu_{N}\right)\right]^{\mathrm{T}} \tag{64}
\end{equation*}
$$

We decouple the resulting equations by using sum and difference vectors $\tilde{\mathbf{G}}_{n}^{ \pm}=\tilde{\mathbf{Z}}_{n}^{+} \pm \tilde{\mathbf{Z}}_{n}^{-}$, and reduce the order from $8 N$ to $4 N$ (see [30] for the scalar case). We obtain the following $4 N \times 4 N$ linear-algebra problem:

$$
\begin{equation*}
\tilde{\mathbf{A}}_{n}^{(2)} \tilde{\mathbf{G}}_{n}^{+}=\tilde{\mathbf{C}}_{n}^{(2)} \tag{65}
\end{equation*}
$$

$$
\begin{align*}
& \tilde{\mathbf{A}}_{n}^{(2)}=\lambda_{n}^{2} \tilde{\mathbf{E}}^{-} \tilde{\boldsymbol{\Gamma}}_{n}  \tag{66}\\
& \tilde{\mathbf{C}}_{n}^{(2)}=\left[\tilde{\mathbf{S}}_{n}^{-} \tilde{\mathbf{Q}}_{n}^{+}+\lambda_{n} \tilde{\mathbf{Q}}_{n}^{-}\right] \tilde{\mathbf{M}}^{-1},  \tag{67}\\
& \tilde{\mathbf{Q}}_{n}^{ \pm}=\omega \sum_{l=m}^{L M} \tilde{\Pi}_{0}(l, m) \mathbf{B}_{l} \mathbf{A}^{ \pm} \tilde{\Pi}^{\mathrm{T}}(l, m) \tilde{\mathbf{M}}^{-1}  \tag{68}\\
& \tilde{\boldsymbol{\Pi}}_{0}(l, m)=\left[\mathbf{P}_{l}^{m}\left(-\mu_{0}\right), \mathbf{P}_{l}^{m}\left(-\mu_{0}\right), \ldots, \mathbf{P}_{l}^{m}\left(-\mu_{0}\right)\right]^{\mathrm{T}} \tag{69}
\end{align*}
$$

This system has some similarities to the eigensolution linearization in Eqs. (55)-(58). It is also solved using the LU-decomposition modules DGETRF and DGETRS from LAPACK; the formal solution is $\tilde{\mathbf{G}}_{n}^{+}=\left[\tilde{\mathbf{A}}_{n}^{(2)}\right]^{-} \tilde{\mathbf{C}}_{n}^{(2)}$. The particular integral is completed through the auxiliary equations:

$$
\begin{equation*}
\tilde{\mathbf{Z}}_{n}^{ \pm}=\frac{1}{2} \tilde{\mathbf{M}}^{-1}\left[\tilde{\mathbf{E}} \pm \frac{1}{\lambda_{n}} \tilde{\mathbf{S}}_{n}^{+}\right] \tilde{\mathbf{G}}_{n}^{+} . \tag{70}
\end{equation*}
$$

We note that the particular solution consists only of real variables.

### 3.3.2. Linearizing the particular solution

For the linearization, the most important point is the presence of cross-derivatives: the particular solution is differentiable with respect to atmospheric variables $\xi_{p}$ in all layers $p \geqslant n$. The solar beam has passed through layer $p \geqslant n$ before scattering, so transmittance factor $T_{n-1}$ depends on variables in layers $p>n$ and the average secant $\lambda_{n}$ (in the pseudo-spherical approximation) on variables $\xi_{p}$ for $p \geqslant n$ In addition, the solution vectors $\tilde{\mathbf{Z}}_{n}^{ \pm}$ depend on $\lambda_{n}$, so their linearizations contain cross-derivatives.

Linearization of the pseudo-spherical approximation is treated in Appendix A, and this fixes the quantities $\mathscr{L}_{p}\left(T_{n-1}\right)$ and $\mathscr{L}_{p}\left(\lambda_{n}\right) \forall p \geqslant n$. For the plane-parallel case, $\mathscr{L}_{p}\left(\lambda_{n}\right) \equiv 0$ since $\lambda_{n}=-1 / \mu_{0}$ (constant). In addition, the eigenmatrix $\boldsymbol{\Gamma}_{n}$ is constructed from optical properties only defined in layer $n$, so that $\mathscr{L}_{p}\left(\tilde{\boldsymbol{\Gamma}}_{n}\right)=0 \forall p \neq n$. Differentiation of Eqs. (65)-(69) yields a related linear problem:

$$
\begin{align*}
& \tilde{\mathbf{A}}_{n}^{(2)} \mathscr{L}_{p}\left(\tilde{\mathbf{G}}_{n}^{+}\right) \equiv \tilde{\mathbf{C}}_{n p}^{(3)}=\mathscr{L}_{p}\left(\tilde{\mathbf{C}}_{n}^{(2)}\right)-\mathscr{L}_{p}\left(\tilde{\mathbf{A}}_{n}^{(2)}\right) \tilde{\mathbf{G}}_{n}^{+},  \tag{71}\\
& \mathscr{L}_{p}\left(\tilde{\mathbf{A}}_{n}^{(2)}\right)=-\delta_{p n} \mathscr{L}_{p}\left(\tilde{\boldsymbol{\Gamma}}_{n}\right)+2 \lambda_{n} \mathscr{L}_{p}\left(\lambda_{n}\right) \tilde{\mathbf{E}},  \tag{72}\\
& \mathscr{L}_{p}\left(\tilde{\mathbf{C}}_{n}^{(2)}\right)=\delta_{n p}\left[\mathscr{L}_{p}\left(\tilde{\mathbf{S}}_{n}^{-}\right) \tilde{\mathbf{Q}}_{n}^{+}+\tilde{\mathbf{S}}_{n}^{-} \mathscr{L}_{n}\left(\tilde{\mathbf{Q}}_{n}^{+}\right)+\frac{1}{\lambda_{n}} \mathscr{L}_{n}\left(\tilde{\mathbf{Q}}_{n}^{-}\right)\right]-\frac{\mathscr{L}_{p}\left(\lambda_{n}\right)}{\lambda_{n}^{2}} \tilde{\mathbf{Q}}_{n}^{-},  \tag{73}\\
& \mathscr{L}_{n}\left(\tilde{\mathbf{Q}}_{n}^{ \pm}\right)=\sum_{l=m}^{L M}\left[\mathscr{U}_{n} \tilde{\boldsymbol{\Pi}}_{0}(l, m) \mathbf{B}_{l}+\omega_{n} \tilde{\mathbf{\Pi}}_{0}(l, m) Z_{n l}\right] \mathbf{A}^{ \pm} \tilde{\boldsymbol{\Pi}}^{\mathrm{T}}(l, m) \tilde{\mathbf{M}}^{-1} . \tag{74}
\end{align*}
$$

In Eq. (73), the quantity $\mathscr{L}_{n}\left(\tilde{\mathbf{S}}_{n}^{-}\right)$comes from (49). Eq. (71) has the same matrix $\tilde{\mathbf{A}}_{n}^{(2)}$ as in Eq. (65), but with a different source vector on the right-hand side. The solution is then found by back-substitution, given that the inverse of the $\tilde{\sim}^{+}$matrix $\tilde{\mathbf{A}}_{n}^{(2)}$ has already been established for the original solution $\tilde{\mathbf{G}}_{n}^{+}$. Thus $\mathscr{L}_{p}\left(\tilde{\mathbf{G}}_{n}^{+}\right)=\left[\tilde{\mathbf{A}}_{n}^{(2)}\right]^{-1} \tilde{\mathbf{C}}_{n p}^{(3)}$. Linearization of the particular integral is then completed through differentiation of the auxiliary equations (70):

$$
\begin{equation*}
\left.\mathscr{L}_{p}\left(\tilde{\mathbf{Z}}_{n}^{ \pm}\right)=\frac{1}{2} \tilde{\mathbf{M}}^{-1}\left[\tilde{\mathbf{E}} \pm \frac{1}{\lambda_{n}} \tilde{\mathbf{S}}_{n}^{+}\right] \mathscr{L}_{p}\left(\tilde{\mathbf{G}}_{n}^{+}\right) \mp \frac{1}{2 \lambda_{n}^{2}} \tilde{\mathbf{M}}^{-1}\left[\lambda_{n} \delta_{p n} \mathscr{L}_{p}\left(\tilde{\mathbf{S}}_{n}^{+}\right)-\mathscr{L}_{p}\left(\lambda_{n}\right) \tilde{\mathbf{S}}_{n}^{+}\right)\right] \tilde{\mathbf{G}}_{n}^{+} . \tag{75}
\end{equation*}
$$

This completes the RTE solution determination and the corresponding linearizations with respect to atmospheric variables.

## 4. The post-processed solution

### 4.1. Boundary value problem (BVP) and linearization

From Section 3, the complete Stokes vector discrete ordinate solutions in layer $n$ may be written:

$$
\begin{equation*}
\tilde{\mathbf{I}}_{n}^{ \pm}(x)=\tilde{\mathbf{D}}^{ \pm} \sum_{\alpha=1}^{4 N}\left[L_{n \alpha} \tilde{\mathbf{W}}_{n \mathrm{x}}^{ \pm} \mathrm{e}^{-k_{n x} x}+M_{n \alpha} \tilde{\mathbf{W}}_{n \mathrm{x}}^{\mp} \mathrm{e}^{-k_{n x}\left(\Delta_{n}-x\right)}\right]+\tilde{\mathbf{Z}}_{n}^{ \pm} T_{n-1} \mathrm{e}^{-\lambda_{n} x} \tag{76}
\end{equation*}
$$

Quantities $L_{n \alpha}$ and $M_{n \alpha}$ are constants of integration for the homogeneous solutions, and they are determined by the imposition of three boundary conditions as noted in Section 2.3. For boundary condition (I), we have $\tilde{\mathbf{I}}_{n}^{+}(0)=0$ for $n=1$, which yields $\left(T_{0}=1\right)$ :

$$
\begin{equation*}
\tilde{\mathbf{D}}^{+} \sum_{\alpha=1}^{4 N}\left[L_{n \alpha} \tilde{\mathbf{W}}_{n \alpha}^{+}+M_{n \alpha} \tilde{\mathbf{W}}_{n \alpha}^{-} \mathbf{K}_{n \alpha}\right]=-\tilde{\mathbf{Z}}_{n}^{+} . \tag{77}
\end{equation*}
$$

For boundary condition (II), the continuity at layer boundaries, we have:

$$
\begin{align*}
& \tilde{\mathbf{D}}^{ \pm} \sum_{\alpha=1}^{4 N}\left[\left\{L_{n \alpha} \tilde{\mathbf{W}}_{n \alpha}^{ \pm} \mathbf{K}_{n \alpha}+M_{n \alpha} \tilde{\mathbf{W}}_{n \alpha}^{\mp}\right\}-\left\{L_{p \alpha} \tilde{\mathbf{W}}_{p \alpha}^{ \pm}+M_{p \alpha} \tilde{\mathbf{W}}_{p \alpha}^{\mp} \mathbf{K}_{p \alpha}\right\}\right] \\
& =-\tilde{\mathbf{Z}}_{n}^{ \pm} T_{n-1} \Lambda_{n}+\tilde{\mathbf{Z}}_{p}^{ \pm} T_{p-1} . \tag{78}
\end{align*}
$$

In Eq. (78), $p=n+1$. For surface condition (III), staying for convenience with the Lambertian condition in Eq. (29), we find (for layer $n=N_{\text {TOTAL }}$ ):

$$
\begin{equation*}
\tilde{\mathbf{D}}^{-} \sum_{\alpha=1}^{4 N}\left[L_{n \alpha} \tilde{\mathbf{V}}_{\alpha}^{-} \mathbf{K}_{n \alpha}+M_{n \alpha} \tilde{\mathbf{V}}_{\alpha}^{+}\right]=T_{n-1} \Lambda_{n}\left[-\tilde{\mathbf{U}}^{-}+2 R_{0} \mu_{0} \tilde{\mathbf{E}}_{1} I_{0}\right] . \tag{79}
\end{equation*}
$$

Here we have defined the following auxiliary quantities:

$$
\begin{align*}
& \tilde{\mathbf{V}}_{\alpha}^{ \pm}=\tilde{\mathbf{W}}_{n \alpha}^{ \pm}-2 R_{0} \tilde{\mathbf{E}}_{1}^{\mathrm{T}} \tilde{\mathbf{M}} \tilde{\boldsymbol{\Omega}}_{\mathbf{W}_{n \alpha}}^{ \pm} \tilde{\mathbf{E}}_{1}, \quad\left(n=N_{\mathrm{TOTAL}}\right),  \tag{80}\\
& \tilde{\mathbf{U}}^{-}=\tilde{\mathbf{Z}}_{n}^{-}-2 R_{0} \tilde{\mathbf{E}}_{1}^{\mathrm{T}} \tilde{\mathbf{M}} \tilde{\mathbf{\Omega}} \tilde{\mathbf{Z}}_{n}^{ \pm} \tilde{\mathbf{E}}_{1}, \quad\left(n=N_{\mathrm{TOTAL}}\right),  \tag{81}\\
& \tilde{\mathbf{E}}_{1}=\operatorname{diag}\left\{\mathbf{E}_{1}, \mathbf{E}_{1}, \ldots \mathbf{E}_{1}\right\} .  \tag{82}\\
& \mathrm{K}_{n \alpha}=\mathrm{e}^{-k_{n x} \Delta_{n}}, \quad \Lambda_{n}=\mathrm{e}^{-\lambda_{n} \Delta_{n}}, \quad\left(n=1, \ldots, N_{\text {TOTAL }}\right) . \tag{83}
\end{align*}
$$

Application of Eqs. (77)-(79) yields a large, sparse banded linear system with rank $8 N \times N_{\text {TOtal }}$. This system consists only of real variables, and may be written in the symbolic form:

$$
\begin{equation*}
\Phi * \Xi=\Psi . \tag{84}
\end{equation*}
$$

Here $\boldsymbol{\Psi}$ is constructed from the right hand-side variables in Eqs. (77)-(79) and $\boldsymbol{\Phi}$ is constructed from suitable combinations of $\tilde{\mathbf{V}}_{\alpha}^{ \pm}, \tilde{\mathbf{W}}_{n \alpha}^{ \pm}$and $\mathrm{K}_{n \alpha}$. For a visualization of the BVP in the scalar case, see [28]. The vector $\boldsymbol{\Xi}$ of integration constants is made up of the unknowns $\left\{L_{n \alpha}, M_{n \alpha}\right\}$ and will be partitioned into contributions from real and complex parts. A schematic of this partitioning is shown in Fig. 1.

The solution proceeds first by the application of a compression algorithm to reduce the order and eliminate redundant zero entries. LU-decomposition is then applied using the banded-matrix LAPACK routine DGBTRF to find the inverse $\boldsymbol{\Phi}^{-1}$, and the final answer $\boldsymbol{\Xi}=\boldsymbol{\Phi}^{-1} * \boldsymbol{\Psi}$ is then obtained by back-substitution (using DGBTRS). For the slab problem, boundary condition (II) is absent; the associated linear problem is then solved using the DGETRF/DGETRS combination.

Linearizing Eq. (84) with respect to a variable $\xi_{p}$ in layer $p$, we obtain:

$$
\begin{equation*}
\boldsymbol{\Phi} * \mathscr{L}_{p}(\boldsymbol{\Xi})=\boldsymbol{\Psi}_{p}^{\prime} \equiv \mathscr{L}_{p}(\boldsymbol{\Psi})-\mathscr{L}_{p}(\boldsymbol{\Phi}) * \boldsymbol{\Xi} . \tag{85}
\end{equation*}
$$



Fig. 1. Schematic breakdown of the vector of integration constants to be determined as the solution to the boundary value problem in a multilayer atmosphere.

We notice that this is the same linear-algebra problem, but now with a different source vector $\boldsymbol{\Psi}_{p}^{\prime}$ on the right-hand side. Since we already have the inverse $\boldsymbol{\Phi}^{-1}$ from the solution to the original BVP, backsubstitution gives the linearization $\mathscr{L}_{p}(\boldsymbol{\Xi})=\boldsymbol{\Phi}^{-1} * \boldsymbol{\Psi}_{p}^{\prime}$ of the boundary value constants. Although this linearization is straightforward in concept, there are many algebraic details arising with chain rule differentiation required to establish $\mathscr{L}_{p}(\boldsymbol{\Psi})$ and $\mathscr{L}_{p}(\mathbf{\Phi})$ in Eq. (85).

### 4.2. Source function integration

The source function integration technique is used to determine solutions at off-quadrature polar directions $\mu$ and at arbitrary optical thickness values in the multilayer medium. The technique dates back to the work of Chandrasekhar [1], and has been demonstrated to be superior to numerical interpolation. We substitute layer discrete ordinate solutions (76) into the multiple scattering integral in Eq. (22), then integrate over optical thickness. The methodology follows closely that used for the scalar LIDORT code [28-30], so long as we remember with the Stokes-vector formulation to use the real part of any quantity derived from combinations of complex-variable entities. Here, we note down the principal results for the upwelling field.

The solution in layer $n$ at direction $\mu$ for optical thickness $x$ (as measured from the top of the layer) is given by:

$$
\begin{equation*}
\mathbf{I}_{n}^{-}(x, \mu)=\mathbf{I}_{n}^{-}(\Delta, \mu) \mathrm{e}^{-(\Delta-x) / \mu}+\mathbf{H}_{n}^{-}(x, \mu)+\left(\mathbf{Z}_{n}^{-}(\mu)+\mathbf{Q}_{n}^{-}(\mu)\right) \mathscr{E}_{n}^{-}(x, \mu) . \tag{86}
\end{equation*}
$$

The first term is the upward transmission of the lower-boundary Stokes vector field through a partial layer of optical thickness $\Delta-x$. The other three contributions together constitute the partial layer source term due to scattered light contributions. The first of these three is due to the homogeneous solutions and has the form:

$$
\begin{equation*}
\mathbf{H}_{n}^{-}(x, \mu)=\sum_{\alpha=1}^{4 N}\left[L_{n \alpha} \mathbf{X}_{n \alpha}^{+}(\mu) \mathscr{H}_{n \alpha}^{-+}(x, \mu)+M_{n \alpha} \mathbf{X}_{n \alpha}^{-}(\mu) \mathscr{H}_{n \alpha}^{--}(x, \mu)\right], \tag{87}
\end{equation*}
$$

where we have defined the following auxiliary quantities:

$$
\begin{equation*}
\mathbf{X}_{n \alpha}^{ \pm}(\mu)=\frac{\omega}{2} \sum_{l=m}^{L M} \mathbf{P}_{l}^{m}(\mu) \mathbf{B}_{n l} \sum_{j=1}^{N} w_{j}\left\{\mathbf{P}_{l}^{m}\left(\mu_{j}\right) \mathbf{X}_{n \alpha}^{ \pm}\left(\mu_{i}\right)+\mathbf{P}_{l}^{m}\left(-\mu_{j}\right) \mathbf{X}_{n \alpha}^{ \pm}\left(-\mu_{i}\right)\right\}, \tag{88}
\end{equation*}
$$

$$
\begin{align*}
& \mathscr{H}_{n \alpha}^{-+}(x, \mu)=\frac{\mathrm{e}^{-x k_{n x}}-\mathrm{e}^{-\Delta_{n} k_{n x}} \mathrm{e}^{-\left(\Delta_{n}-x\right) / \mu}}{1+\mu k_{n \alpha}} .  \tag{89}\\
& \mathscr{H}_{n \alpha}^{--}(x, \mu)=\frac{\mathrm{e}^{-\left(\Delta_{n}-x\right) k_{n x}}-\mathrm{e}^{-\left(\Delta_{n}-x\right) / \mu}}{1-\mu k_{n \alpha}} . \tag{90}
\end{align*}
$$

Here, $\mathbf{X}_{n \alpha}^{ \pm}(\mu)$ are homogeneous solutions defined at stream cosine $\mu$, and $\mathscr{H}_{n \alpha}^{- \pm}(x, \mu)$ are the homogeneous solution multipliers for the upwelling field. These multipliers arise from the layer optical thickness integration. In (87), we consider only the real value of the resulting expressions.

The other two layer source term contributions in Eq. (86) come from the diffuse and direct solar source scattering, respectively. In this case, all variables are real numbers, and the relevant quantities are:

$$
\begin{align*}
& \mathbf{Z}_{n}^{-}(\mu)=\frac{\omega}{2} \sum_{l=m}^{L M} \mathbf{P}_{l}^{m}(\mu) \mathbf{B}_{n l} \sum_{j=1}^{N} w_{j}\left\{\mathbf{P}_{l}^{m}\left(\mu_{j}\right) \mathbf{Z}_{n}^{-}\left(\mu_{j}\right)+\mathbf{P}_{l}^{m}\left(-\mu_{j}\right) \mathbf{Z}_{n}^{-}\left(-\mu_{j}\right)\right\},  \tag{91}\\
& \mathbf{Q}_{n}^{-}(\mu)=\frac{\omega\left(2-\delta_{m 0}\right)}{2} \sum_{l=m}^{L M} \mathbf{P}_{l}^{m}\left(\mu_{i}\right) \mathbf{B}_{n l} \mathbf{P}_{l}^{m}\left(-\mu_{0}\right) \mathbf{I}_{0},  \tag{92}\\
& \mathscr{E}_{n}^{-}(x, \mu)=T_{n-1} \frac{\mathrm{e}^{-x \lambda_{n}}-\mathrm{e}^{-\Delta_{n} \lambda_{n}} \mathrm{e}^{-\left(\Delta_{n}-x\right) / \mu}}{1+\mu \lambda_{n}} . \tag{93}
\end{align*}
$$

These expressions have counterparts in the scalar code (see for example [29]). Similar expressions can be written for post-processing of downwelling solutions. All source term quantities can be expressed in terms of the basic optical property inputs to VLIDORT $\left\{\Delta_{n}, \omega_{n}, \mathbf{B}_{n l}\right\}$, the pseudo-spherical beam transmittance quantities $\left\{T_{n}, \lambda_{n}\right\}$, the homogeneous solutions $\left\{k_{n \alpha}, \tilde{\mathbf{X}}_{n \alpha}^{ \pm}\right\}$, the particular solutions $\tilde{\mathbf{Z}}_{n}^{ \pm}$, and the BVP integration constants $\left\{L_{n \alpha}, M_{n \alpha}\right\}$.

Linearizations: Derivatives of all these expressions may be determined by differentiation with respect to variable $\xi_{n}$ in layer $n$. The end-points of the chain rule differentiation are the linearized optical property inputs $\left\{\mathscr{V}_{n}, \mathscr{U}_{n}, \mathscr{Z}_{n l}\right\}$ from Eq. (33). For linearization of the homogeneous post-processing source term in layer $n$, there is no dependency on any quantities outside of layer $n$; in other words, $\mathscr{L}_{p}\left[\mathbf{H}_{n}^{-}(x, \mu)\right] \equiv 0$ for $p \neq n$. The particular solution post-processing source terms in layer $n$ depend on optical thickness values in all layers above and equal to $n$ through the presence of the average secant and the solar beam transmittances, so there will be cross-layer derivatives. However, the chain-rule differentiation method is the same, and requires a careful exercise in algebraic manipulation.

Multiplier expressions (89), (90) and (93) have appeared a number of times in the literature. The linearizations were discussed in $[29,30]$, and we need only make two remarks here. Firstly, the real and complex homogeneous solution multipliers are treated separately, with the real part of the complex variable result to be used in the final reckoning. Second, the solar source term multipliers (for example in Eq. (93)) are the same as those in the scalar model.

## 5. Additional VLIDORT implementations

### 5.1. The delta-M approximation

In the scalar model, sharply peaked phase functions are approximated as a combination of a delta-function and a smoother residual phase function. This is the delta-M approximation [57], which is widely used in discrete ordinate and other RT models. The delta-M scaled optical property inputs (optical thickness, single scatter albedo, phase function Legendre expansion coefficients) are:

$$
\begin{equation*}
\bar{\tau}=\tau(1-\omega f), \quad \bar{\omega}=\omega \frac{(1-f)}{(1-\omega f)}, \quad \bar{\beta}_{l}=\frac{\beta_{l}-f(2 l+1)}{(1-f)} . \tag{94}
\end{equation*}
$$

The delta-M truncation factor is

$$
\begin{equation*}
f=\frac{\beta_{2 N}}{(2 N+1)} . \tag{95}
\end{equation*}
$$

In VLIDORT, Legendre coefficients $\beta_{l}$ appear as the $(1,1)$ entry in matrix $\mathbf{B}_{l}$. In line with the scalar definition in terms of the phase function, we take in VLIDORT the truncation factor $f$ as defined Eq. (95), and adopt the following scaling for the six entries in $\mathbf{B}_{l}$. Four coefficients ( $\alpha_{l}, \beta_{l}, \zeta_{l}$ and $\delta_{l}$ ) will scale as $\beta_{l}$ in Eq. (94), while the other two coefficients $\gamma_{l}$ and $\varepsilon_{l}$ scale as $\tilde{\gamma}_{l}=\gamma_{l} /(1-f)$. This specification can also be found in [58] where a more detailed justification is presented. Scaling for the optical thickness and single scatter albedo in Eq. (94) is not changed in the vector model. Linearizations of Eqs. (94) and (95) are straightforward, and these are discussed in [29] for the scalar model.

### 5.2. Exact single scatter solutions

In VLIDORT, we include an exact single-scatter computation based on the Nakajima-Tanaka ( $\mathrm{N}-\mathrm{T}$ ) procedure [59]. The internal single scatter computation in VLIDORT will use a truncated subset of the complete scatter-matrix information, the number of usable Legendre coefficient matrices $\mathbf{B}_{l}$ being limited to $2 N-1$ for $N$ discrete ordinate streams. A more accurate computation can be made if the post-processing calculation of the single scatter contribution (the term $\mathbf{Q}_{n}^{-}(\mu) \mathscr{E}_{n}^{-}(x, \mu)$ in Eq. (86) for example) is suppressed in favor of an accurate single scatter computation, which uses the complete phase matrix. The N-T correction procedure appears in the DISORT [60] and scalar LIDORT codes [29-32], and a related computation has been implemented for the doubling-adding method [14].

The (upwelling) post-processed solution in stream direction $\mu$ is now written (c.f. Eq. (86)):

$$
\begin{align*}
& \mathbf{I}_{n}^{-}(x, \mu)=\mathbf{I}_{n}^{-}(\Delta, \mu) \mathrm{e}^{-(\Delta-x) / \mu}+\mathbf{H}_{n}^{-}(x, \mu)+\left(\mathbf{Z}_{n}^{-}(\mu)+\mathbf{Q}_{n, \text { exact }}^{-}(\mu)\right) \mathscr{E}_{n}^{-}(x, \mu)  \tag{96}\\
& \mathbf{Q}_{n, \mathrm{exact}}^{-}(\mu)=\frac{\omega_{n}}{4 \pi\left(1-\omega_{n} f_{n}\right)} \boldsymbol{\Pi}_{n}\left(\mu, \mu_{0}, \phi-\phi_{0}\right) \mathbf{I}_{0} . \tag{97}
\end{align*}
$$

Note the presence of denominator $\left(1-\omega_{n} f_{n}\right)$ when the delta-M approximation is in force [59]. From section 2.1, $\Pi_{n}$ is obtained from the scattering matrix $\mathbf{F}_{n}(\Theta)$ through application of rotation matrices. There is no truncation: $\boldsymbol{\Pi}_{n}$ can be constructed to any degree of accuracy using all available unscaled Greek matrices $\mathbf{B}_{n l}$.
Linearization: Chain-rule differentiation of Eq. (97) yields the linearization of the exact single scatter correction term. Linearization of the multiplier $\mathscr{E}_{n}^{-}(x, \mu)$ has already been established. Since the elements of $\boldsymbol{\Pi}_{n}$ consist of linear combinations of $\mathbf{B}_{\mathrm{n} 1}$, the linearization $\mathscr{L}_{n}\left(\boldsymbol{\Pi}_{n}\right)$ is straightforward to write down in terms of the inputs $\mathscr{L}_{n}\left(\mathbf{B}_{n l}\right)$.

Curved line-of-sight paths: For nadir-geometry satellite instruments with wide-angle off-nadir viewing, one must consider the Earth's curvature along the line of sight from the ground to the satellite. This applies to instruments such as OMI on the Aura platform (swath 2600 km , scan angle $114^{\circ}$ at the satellite) [61] and GOME-2 (swath 1920 km ) [44]. Failure to account for this effect can lead to errors of $5-10 \%$ in the satellite radiance for TOA viewing zenith angles in the range $55-70^{\circ}$ [31,57,58]. For LIDORT, a simple correction for this effect was introduced for satellite geometries in [31] and this applies equally to VLIDORT. Correction involves an exact single scatter calculation along the line of sight from ground to TOA: in this case, Eq. (97) is still valid, but now the geometry is changing from layer to layer. We give a brief summary of this implementation in Section A.2; for more details, see [31].

### 5.3. BRDF treatment

A scalar 3-kernel bidirectional reflectance distribution function (BRDF) scheme was implemented in LIDORT [32]. The scalar BRDF $\rho_{\text {total }}\left(\mu, \mu^{\prime}, \phi-\phi^{\prime}\right)$ is specified as a linear combination of (up to) three
semi-empirical kernel functions:

$$
\begin{equation*}
\rho_{\mathrm{total}}\left(\mu, \mu^{\prime}, \phi-\phi^{\prime}\right)=\sum_{k=1}^{3} R_{k} \rho_{k}\left(\mu, \mu^{\prime}, \phi-\phi^{\prime} ; \mathbf{b}_{k}\right) . \tag{98}
\end{equation*}
$$

Here, $R_{k}$ are the kernel amplitudes. For each kernel BRDF $\rho_{k}$, the geometrical dependence is known, but the function depends on vector $\mathbf{b}_{k}$ of pre-specified parameters. A well-known example is the Cox-Munk BRDF for glitter reflectance from the ocean [64]; this is a combination of a wave-facet probability distribution function (depending on wind-speed $W$ ), and a Fresnel reflection function (depending on the air-water relative refractive index $\left.m_{\text {rel }}\right)$. In this case, vector $\mathbf{b}_{k}$ has two elements: $\mathbf{b}_{k}=\left\{W, m_{\text {rel }}\right\}$. For a Lambertian surface, there is only one kernel: $\rho_{1} \equiv 1$ for all incident and reflected angles, and coefficient $R_{1}$ is just the Lambertian albedo.

In order to develop solutions in terms of a Fourier azimuth series, Fourier components are calculated through:

$$
\begin{equation*}
\rho_{k}^{m}\left(\mu, \mu^{\prime} ; \mathbf{b}_{k}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \rho_{k}\left(\mu, \mu^{\prime}, \phi ; \mathbf{b}_{k}\right) \cos m \phi \mathrm{~d} \phi . \tag{99}
\end{equation*}
$$

This integration over the azimuth angle from zero to $2 \pi$ is done by numerical quadrature; the number of BRDF azimuth quadrature abscissa $N_{\text {BRDF }}$ is set to 50 to obtain a numerical accuracy of $10^{-4}$ for all kernels considered in [32]. Linearization of this BRDF scheme was reported in [32], and a mechanism developed for the generation of surface property weighting functions with respect to the kernel amplitudes $R_{k}$ and also to elements of the non-linear kernel parameters $\mathbf{b}_{k}$.

In VLIDORT, the BRDF is actually a $4 \times 4$ matrix linking incident and reflected Stokes 4 -vectors (cf. boundary condition (III) in Section 2.3). The scalar BRDF scheme outlined above has been fully implemented in VLIDORT by setting the $\{1,1\}$ element of a $4 \times 4$ vector kernel $\rho_{k}$ equal to the corresponding scalar kernel function $\rho_{k}$; all other elements are zero. However, a non-trivial vector kernel function for sea-surface glitter reflectance has been implemented in VLIDORT. This is based on the specification in [41]; further vector BRDF implementations are currently being researched. We make one remark here concerning post-processing of the radiation field in the presence of BRDF surfaces.

For non-Lambertian surfaces, the reflected radiation field is the sum of diffuse and direct components for each Fourier term. One can compute the direct reflected beam with a precise set of BRDF kernels rather than use their truncated forms based on a (finite) Fourier series expansion (M. Christi, private communication). This exact "direct beam (DB) correction" is done before the diffuse field calculation (Fourier convergence of the whole field is discussed in Section 6.3). The only additional requirement is for an exact computation of the derivatives of this DB correction with respect to the kernel amplitudes and parameters. For atmospheric weighting functions, the solar beam transmittance that forms part of the DB correction also needs to be differentiated with respect to variables $\xi_{p}$ varying in layer $p$.

## 6. The numerical VLIDORT model

### 6.1. Summary of model capability

VLIDORT Version 2.0 has the following attributes:

- Pseudo-spherical solar beam attenuation, including refractive geometry;
- output at Arbitrary viewing geometry and optical depth output;
- downwelling and/or upwelling output;
- flux and mean-intensity output options;
- multi-solar beam output;--Tanaka) correction, direct-beam correction;
- complete kernel-model BRDF implementation for scalar reflection;
- enhanced performance elements (solution-saving modes).

Linearization capabilities installed in Version 2.0 are:

- Complete output of atmospheric property weighting functions for upwelling and downwelling directions, at arbitrary viewing geometry and optical depths.
- Surface property weighting functions for all BRDF scalar-kernel parameters.
- Linearization of Delta-M treatment, single scatter and direct-beam corrections.
- Weighting functions for flux and mean intensity.
- Linearization of enhanced performance elements.

In this chapter we discuss aspects of the numerical model, including the preparation of optical property inputs (Section 6.2), benchmarking (6.3) and performance enhancements (Section 6.4).

### 6.2. Preparation of inputs

### 6.2.1. Optical property inputs

As an example, we consider a medium with Rayleigh scattering by air molecules, some trace gas absorption, and scattering and extinction by aerosols. If the Rayleigh scattering optical thickness is $\delta_{\text {Ray }}$, the trace gas absorption optical thickness is $\delta_{\text {gas }}$, and the aerosol extinction and scattering optical depths are $\tau_{\text {aer }}$ and $\delta_{\text {aer }}$, respectively, then the total optical property inputs are given by

$$
\begin{equation*}
\Delta=\alpha_{\text {gas }}+\delta_{\text {Ray }}+\tau_{\text {aer }} ; \quad \omega=\frac{\delta_{\text {aer }}+\delta_{\text {Ray }}}{\Delta} \quad \mathbf{B}_{l}=\frac{\delta_{\text {Ray }} \mathbf{B}_{l, \text { Ray }}+\delta_{\text {aer }} \mathbf{B}_{l, \text { aer }}}{\delta_{\text {Ray }}+\delta_{\text {aer }}} . \tag{100}
\end{equation*}
$$

The set of "Greek constants" for Rayleigh scattering are shown in Table 1 in terms of the depolarization ratio $\rho$ [48]. Aerosol quantities must be derived from a model of electromagnetic scattering by particles (Mie calculations, T-matrix methods, etc.). See the remarks after Eq. (14) in Section 2.1.
Consider now the linearized optical property inputs (Eq. (33)) for this example. We suppose there is a single absorbing gas, with $C$ the layer partial column, and $\sigma_{\mathrm{gas}}$ the column absorption coefficient, so that $\alpha_{\mathrm{gas}}=C \sigma_{\mathrm{gas}}$ in Eq. (100). For trace gas profile Jacobians, we require the derivatives in Eq. (33) as inputs, taken with respect to $C$. These are:

$$
\begin{equation*}
\mathscr{V}_{C} \equiv C \frac{\partial \Delta}{\partial C}=C \sigma_{\text {gas }} ; \quad \mathscr{U}_{C} \equiv C \frac{\partial \omega}{\partial C}=-\frac{\omega C \sigma_{\text {gas }}}{\Delta} ; \quad \mathscr{Z}_{l, C} \equiv C \frac{\partial \mathbf{B}_{l}}{\partial C}=0 . \tag{101}
\end{equation*}
$$

### 6.2.2. Additional inputs

For the pseudo-spherical calculation, we require atmospheric slant path distances for attenuation in a curved atmosphere. To compute this geometrical information, we need the Earth's radius $R_{\text {earth }}$ and a height grid $\left\{z_{n}\right\}$ running from $n=0$ to $n=N_{\text {TOTAL }}$ (the total number of layers); heights are specified at layer boundaries with $z_{0}$ at TOA. This information is sufficient for straight-line paths. If the atmosphere is refracting, one must specify pressure and temperature fields $\left\{p_{n}\right\}$ and $\left\{t_{n}\right\}$, also defined at layer boundaries. The refractive geometry calculation inside VLIDORT is based on the Born-Wolf approximation for refractive index $r(z)$ as a function of height: $r(z)=1+\alpha_{0} p(z) / t(z)$. Factor $\alpha_{0}$ depends slightly on wavelength, but to a very good approximation, it is 0.000288 multiplied by the air density at standard temperature and pressure.

Table 1
Greek matrix coefficients for Rayleigh scattering

|  | $\alpha_{L}$ | $\beta_{L}$ | $\gamma_{L}$ | $\delta_{L}$ | $\varepsilon_{L}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $l=0$ | 0 | 1 | 0 | 0 | 0 |
| $l=1$ | 0 | 0 | 0 | $\frac{3(1-2 \rho)}{2+\rho}$ | 0 |
| $l=2$ | $\frac{6(1-\rho)}{2+\rho}$ | $\frac{(1-\rho)}{2+\rho}$ | $-\frac{\sqrt{6}(1-\rho)}{2+\rho}$ | 0 | 0 |

From Section 5.3, for BRDF input, one must specify up to three kernel amplitudes coefficients $\left\{R_{k}\right\}$ and the corresponding vectors $\left\{\mathbf{b}_{k}\right\}$. Lambertian surfaces are a special case: the BRDF formalism is bypassed and the only input is a Lambertian albedo. For surface-property Jacobians, no additional inputs are needed other than control flags.

### 6.2.3. Reducing the number of jacobians

In the above example, we could define five weighting functions with respect to $\delta_{\text {Ray }}, \tau_{\text {aer }}, \delta_{\text {aer }}, C$ and $\sigma_{\text {gas }}$ and set VLIDORT to calculate all these quantities in separate computations. However, we can reduce this number by calculating Jacobians only with respect to the basic optical inputs, and then combining results with the chain rule. Any desired weighting functions can be expressed in terms of a more basic set based on the input optical properties (E. Ustinov, private communication). For example, we could write for the trace gas quantities:

$$
\begin{align*}
& \frac{\partial I}{\partial C}=\frac{\partial I}{\partial \Delta} \frac{\partial \Delta}{\partial C}+\frac{\partial I}{\partial \omega} \frac{\partial \omega}{\partial C}=\left(\frac{\partial I}{\partial \Delta}-\frac{\partial I}{\partial \omega} \frac{\omega}{\Delta}\right) \sigma_{\text {gas }},  \tag{102}\\
& \frac{\partial I}{\partial \sigma_{\text {gas }}}=\frac{\partial I}{\partial \Delta} \frac{\partial \Delta}{\partial \sigma_{\text {gas }}}+\frac{\partial I}{\partial \omega} \frac{\partial \omega}{\partial \sigma_{\text {gas }}}=\left(\frac{\partial I}{\partial \Delta}-\frac{\partial I}{\partial \omega} \frac{\omega}{\Delta}\right) C . \tag{103}
\end{align*}
$$

From these two results, we see that Jacobians for the partial column amount and absorber cross-section are proportional; only one of two needs to be calculated. The question of proportionality between weighting functions was investigated in detail in the context of ozone profile retrieval from space using LIDORT as the forward model [30]. Although it is possible to work only with the basic optical property Jacobians, we have maintained flexibility for VLIDORT: it is up to the user to define linearized optical property inputs.

We make one final remark concerning bulk property Jacobians. An atmospheric profile may depend on a single quantity-for example, a climatology of ozone profiles $\left\{U_{n}\right\}$ based on a classification by total ozone column $C$ [65]. In this case, each profile entry $U_{n}(C)$ is parameterized in terms of $C$, and the total column Jacobian is the chain-rule sum:

$$
\begin{equation*}
\frac{\partial I}{\partial C}=\sum_{n=1}^{N_{\mathrm{TOTAL}}} \frac{\partial I}{\partial U_{n}} \frac{\partial U_{n}}{\partial C} \tag{104}
\end{equation*}
$$

On the face of it, Eq. (104) requires $N_{\text {Total }}$ profile weighting function computations and an external summation. It is actually possible to adjust the linearized optical property inputs and perform the summation in Eq. (104) inside the scattering code, thus reducing the number of Jacobian calculations from $N_{\text {TOTAL }}$ to 1 . This "bulk property" linearization has been implemented in the scalar LIDORT code form some applications, and is under construction for VLIDORT.

### 6.3. Validation and benchmarking

### 6.3.1. Checking against the scalar code

VLIDORT is designed to work equally with Stokes 4 -vectors $\mathbf{I}=\{I, Q, U, V\}$ and in scalar mode (I only). A first validation is to run VLIDORT in scalar mode and reproduce results generated independently with LIDORT. One can test the major functions of the model (the real RT solutions, the boundary value problem and post-processing) for a representative range of scenarios (single layer, multilayer, arbitrary optical thickness and viewing angle output, plane-parallel versus pseudo-spherical, etc.). This battery of scalar-only tests is very useful, but of course, it does not validate the 4 -vector solutions. Verification of the boundary value problem and multilayer capability is tested using the invariance principle: for a slab comprising two identical layers of optical thickness values $\tau_{1}$ and $\tau_{2}$, the slab reflectance (at least for plane-parallel geometry) is identical to that produced by a single layer with the same scattering properties but with optical thickness $\tau_{1}+\tau_{2}$. This applies equally to the scalar and vector models.

### 6.3.2. The rayleigh slab problem

A validation was carried out against results published in the tables of Coulson, Dave and Sekera (CDS) [2]. This is a single-layer Rayleigh medium in plane-parallel geometry; the single scattering albedo is 1.0 and there is no depolarization in the scattering matrix. CDS tables for Stokes parameters $I, Q$ and $U$ are given for three surface albedos $(0.0,0.25,0.80)$, a range of optical thickness values from 0.01 to 1.0 , for 7 azimuths from $0^{\circ}$ to $180^{\circ}$ at $30^{\circ}$ intervals, some 16 view zenith angles with cosines from 0.1 to 1.0 , and for 10 solar zenith angles with cosines from 0.1 to 1.0 . With the single scattering albedo set to 0.999999 , VLIDORT was able to reproduce all these results to within the levels of accuracy specified in the tables.

### 6.3.3. Benchmarking for aerosol slab problems

We first consider benchmark results noted in [19]. The slab problem used a solar angle $53.130^{\circ}\left(\mu_{0}=0.6\right)$, with single scatter albedo $\omega=0.973527$, surface albedo 0.0 , total layer optical thickness of 1.0 , and a set of Greek constants as noted in Table 1 of [19]. 24 discrete ordinate streams were used in the half space. With one exception discussed below, all results in [19] were reproduced by VLIDORT, with numerical differences of 1 or 2 in the sixth decimal place. In Table 2, we present VLIDORT results for intensity $I$ at relative azimuth $180^{\circ}$; the format is deliberately chosen to mimic that in [19]. It is clear that the agreement with Table 8 in [19] is almost perfect. The only departure is the downwelling output at $\mu=0.6$ : this is a limiting case because $\mu_{0}=0.6$ as well. To avoid singularities in the limit as $\mu \rightarrow \mu_{0}$, a small-numbers analysis has been implemented in VLIDORT (as also in LIDORT); this issue was not discussed in [19].

An additional benchmarking for VLIDORT has been done against the results of Garcia and Siewert [10] for a similar slab problem, this time with surface albedo 0.1. With VLIDORT set to calculate with 20 discrete ordinate streams, Tables 3-10 in [10] were reproduced to within one digit of six significant figures. This result is noteworthy because the radiative transfer computations in [10] were done using a completely different methodology (the " $F_{N}$ " method).

### 6.3.4. Weighting function verification

It is usually sufficient to validate Jacobians with finite difference estimates. If Stokes vector result $\mathbf{I}$ is obtained with parameter $\xi$, and (all other inputs being equal) another Stokes vector $\mathbf{I}^{\prime}$ obtained with perturbed

Table 2
Replica of Table 8 from Siewert [19]

|  | 0.000 | 0.125 | 0.250 | 0.500 | 0.750 | 0.875 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | $5.06872 \mathrm{E}-02$ | $4.26588 \mathrm{E}-02$ | $3.45652 \mathrm{E}-02$ | $1.97273 \mathrm{E}-02$ | $7.87441 \mathrm{E}-03$ | $3.36768 \mathrm{E}-03$ |  |
| -0.9 | $4.49363 \mathrm{E}-02$ | $3.83950 \mathrm{E}-02$ | $3.16314 \mathrm{E}-02$ | $1.87386 \mathrm{E}-02$ | $7.81148 \mathrm{E}-03$ | $3.42290 \mathrm{E}-03$ |  |
| -0.8 | $4.95588 \mathrm{E}-02$ | $4.29605 \mathrm{E}-02$ | $3.59226 \mathrm{E}-02$ | $2.19649 \mathrm{E}-02$ | $9.46817 \mathrm{E}-03$ | $4.21487 \mathrm{E}-03$ |  |
| -0.7 | $5.54913 \mathrm{E}-02$ | $4.89255 \mathrm{E}-02$ | $4.16034 \mathrm{E}-02$ | $2.63509 \mathrm{E}-02$ | $1.18019 \mathrm{E}-02$ | $5.35783 \mathrm{E}-03$ |  |
| -0.6 | $6.19201 \mathrm{E}-02$ | $5.57090 \mathrm{E}-02$ | $4.83057 \mathrm{E}-02$ | $3.18640 \mathrm{E}-02$ | $1.49296 \mathrm{E}-02$ | $6.94694 \mathrm{E}-03$ |  |
| -0.5 | $6.84108 \mathrm{E}-02$ | $6.30656 \mathrm{E}-02$ | $5.59610 \mathrm{E}-02$ | $3.87231 \mathrm{E}-02$ | $1.91563 \mathrm{E}-02$ | $9.19468 \mathrm{E}-03$ |  |
| -0.4 | $7.44303 \mathrm{E}-02$ | $7.06903 \mathrm{E}-02$ | $6.44950 \mathrm{E}-02$ | $4.72940 \mathrm{E}-02$ | $2.50375 \mathrm{E}-02$ | $1.25100 \mathrm{E}-02$ |  |
| -0.3 | $7.89823 \mathrm{E}-02$ | $7.78698 \mathrm{E}-02$ | $7.35194 \mathrm{E}-02$ | $5.79874 \mathrm{E}-02$ | $3.35858 \mathrm{E}-02$ | $1.77429 \mathrm{E}-02$ |  |
| -0.2 | $8.01523 \mathrm{E}-02$ | $8.29108 \mathrm{E}-02$ | $8.16526 \mathrm{E}-02$ | $7.07286 \mathrm{E}-02$ | $4.66688 \mathrm{E}-02$ | $2.69450 \mathrm{E}-02$ |  |
| -0.1 | $7.51772 \mathrm{E}-02$ | $8.29356 \mathrm{E}-02$ | $8.56729 \mathrm{E}-02$ | $8.26216 \mathrm{E}-02$ | $6.65726 \mathrm{E}-02$ | $4.61143 \mathrm{E}-02$ |  |
| -0.0 | $5.93785 \mathrm{E}-02$ | $7.61085 \mathrm{E}-02$ | $8.33482 \mathrm{E}-02$ | $8.76235 \mathrm{E}-02$ | $8.22105 \mathrm{E}-02$ | $7.53201 \mathrm{E}-02$ |  |
| 0.0 |  | $7.61085 \mathrm{E}-02$ | $8.33482 \mathrm{E}-02$ | $8.76235 \mathrm{E}-02$ | $8.22105 \mathrm{E}-02$ | $7.53201 \mathrm{E}-02$ |  |
| 0.1 |  | $4.81348 \mathrm{E}-02$ | $7.00090 \mathrm{E}-02$ | $8.63151 \mathrm{E}-02$ | $8.80624 \mathrm{E}-02$ | $8.49382 \mathrm{E}-02$ |  |
| 0.2 |  | $2.95259 \mathrm{E}-02$ | $5.13544 \mathrm{E}-02$ | $7.72739 \mathrm{E}-02$ | $8.77078 \mathrm{E}-02$ | $8.84673 \mathrm{E}-02$ |  |
| 0.3 |  | $2.07107 \mathrm{E}-02$ | $3.91681 \mathrm{E}-02$ | $6.67896 \mathrm{E}-02$ | $8.29733 \mathrm{E}-02$ | $8.70779 \mathrm{E}-02$ | $8.04997 \mathrm{E}-02$ |
| 0.4 |  | $1.58301 \mathrm{E}-02$ | $3.14343 \mathrm{E}-02$ | $5.81591 \mathrm{E}-02$ | $7.72710 \mathrm{E}-02$ | $8.36674 \mathrm{E}-02$ |  |
| 0.5 |  | $1.28841 \mathrm{E}-02$ | $2.64107 \mathrm{E}-02$ | $5.17403 \mathrm{E}-02$ | $7.22957 \mathrm{E}-02$ | $8.01999 \mathrm{E}-02$ | $8.79922 \mathrm{E}-02$ |
| 0.6 |  | $1.10823 \mathrm{E}-02$ | $2.32170 \mathrm{E}-02$ | $4.74175 \mathrm{E}-02$ | $6.88401 \mathrm{E}-02$ | $7.78121 \mathrm{E}-02$ | $8.60001 \mathrm{E}-02$ |
| 0.7 |  | $1.01614 \mathrm{E}-02$ | $2.15832 \mathrm{E}-02$ | $4.53651 \mathrm{E}-02$ | $6.77032 \mathrm{E}-02$ | $7.75916 \mathrm{E}-02$ |  |
| 0.8 |  |  | $1.03325 \mathrm{E}-02$ | $2.19948 \mathrm{E}-02$ | $4.67328 \mathrm{E}-02$ | $7.07013 \mathrm{E}-02$ | $8.16497 \mathrm{E}-02$ |
| 0.9 |  | $1.31130 \mathrm{E}-02$ | $2.72721 \mathrm{E}-02$ | $5.64095 \mathrm{E}-02$ | $8.41722 \mathrm{E}-02$ | $9.68476 \mathrm{E}-02$ | $8.61682 \mathrm{E}-02$ |
| 1.0 |  | $4.54878 \mathrm{E}-02$ | $8.60058 \mathrm{E}-02$ | $1.53099 \mathrm{E}-01$ | $2.03657 \mathrm{E}-01$ | $2.23428 \mathrm{E}-01$ | $1.08352 \mathrm{E}-01$ |

input $\xi^{\prime}=\xi(1+\varepsilon)$ for some small number $\varepsilon$, then the normalized Jacobian is approximated by:

$$
\begin{equation*}
\mathbf{K}_{\xi} \equiv \xi \frac{\partial \mathbf{I}}{\partial \xi} \approx \xi \frac{\delta \mathbf{I}}{\delta \xi}=\frac{\delta \mathbf{I}}{\varepsilon}=\frac{\left(\mathbf{I}^{\prime}-\mathbf{I}\right)}{\varepsilon} \tag{105}
\end{equation*}
$$

Verification of each stage of the linearization process may also be done in this way. For RT models without linearization, it is of course always possible to attempt weighting function estimations using finite-difference methods. However, there are pitfalls associated with this procedure (quite apart from the arbitrariness and time-consuming nature of the exercise). In certain situations, a small perturbation of one or more of the Greek constants can give rise to a set of eigensolutions which cannot be compared (in a finite-difference sense) with those generated with the original unperturbed inputs.

### 6.4. Performance considerations

### 6.4.1. Multiple solar zenith angle facility

VLIDORT has the capability to handle multiple solar zenith angles (SZAs). In the numerical model, the most time-consuming tasks are the determination of the homogeneous equation eigensolutions and the generation of the inverse (by LU decomposition) of the BVP matrix. Both these tasks are independent of solar source terms, and they can be performed for each Fourier component before solar terms are computed. Once done, the internal SZA loop in VLIDORT performs repeated determinations of particular integrals, followed by corresponding BVP back-substitutions and post-processing. This represents a substantial performance improvement over a model that must be called repeatedly for each new SZA input. This is especially relevant for VLIDORT in view of the time taken over the eigenproblem (finding complex roots is more timeconsuming) and the much larger BVP matrix inversion compared with that for the scalar code. The multiple SZA facility is particularly useful for look-up table generation: a single call to VLIDORT will generate output for a complete range of solar and satellite viewing geometries.

### 6.4.2. Convergence of the fourier cosine/sine azimuth series

In VLIDORT, the exact single scatter term is computed before the discrete ordinate calculation of the diffuse field. (In earlier LIDORT versions, this term was calculated after the diffuse field computation). The single scatter Stokes intensity and Jacobian fields are computed at all output optical depths and then added to the respective Fourier $m=0$ components of the diffuse field. VLIDORT will converge quickly, since higherorder Fourier components of the diffuse intensity are comparatively smaller when compared with the total field (M. Christi, private communication, see also [66]).

### 6.4.3. Eigensolver usage

In Sections 3.1 and 3.2, we noted some differences between the LAPACK solver DGEEV and the ASYMTX package as used in the LIDORT and DISORT models. Aside from additional elements along the diagonal, the eigenmatrix $\tilde{\Gamma}_{n}$ in layer $n$ consists of blocks of $4 \times 4$ matrices of the form $\mathbf{P}_{l m}\left(\mu_{i}\right) \mathbf{B}_{n l} \mathbf{P}_{l m}^{\mathrm{T}}\left(\mu_{j}\right)$ (Eq. (40)). Since $\mathbf{P}$ and $\mathbf{P}^{\mathrm{T}}$ are symmetric, then each such $4 \times 4$ matrix will be symmetric if $\mathbf{B}_{n l}$ has this property. This is the case if the "Greek constant" $\varepsilon_{n l}$ in $\mathbf{B}_{n 1}$ is zero for all values of 1 . When this condition holds, the eigenmatrix can be transformed into a symmetric matrix. Eigensolutions are then real-valued and may be obtained using the ASYMTX solver. This special case is satisfied by the Rayleigh scattering law, but does not hold for scattering with aerosols and clouds. In the latter case, the lack of symmetry will lead to complex roots and the need for the DGEEV eigensolver. Conversely, for Rayleigh scattering we can use the faster "realonly" ASYMTX package. The policy in VLIDORT is to retain both eigensolvers and use them as required-if $\varepsilon_{n l}$ is non-zero in layer $n$, then we choose DGEEV, if zero, then ASYMTX.

### 6.4.4. Solution saving and BVP telescoping

Four-vector codes are computationally slower, nominally by a factor of $\sim 16$ compared with scalar codes, and the use of complex eigensolvers further slows the models. Codes can be made faster by implementing timesaving devices, and here, VLIDORT has two performance enhancements.

The first is "solution saving". For Fourier component $m$, if there is no scattering in layer $n$, then the RTE solution is trivial: Beer-Lambert extinction with solutions $\mathbf{I}(x, \mu)=\mathbf{I}(0, \mu) \exp [-x / \mu]$ for any stream direction $\mu$. Thus, for $N$ discrete ordinates $\mu_{j}$ in the half-space, the homogeneous solution eigenvector $\tilde{\mathbf{X}}_{\alpha}($ size 4 N$)$ has zero entries apart from four diagonal elements corresponding to the $4 \times 4$ matrix $\mathbf{D}=\operatorname{diag}\{1,1,-1,-1\}$ for discrete ordinate $j=\alpha$. There is no need to invoke the eigensolver. There is no solar source term and hence no particular solution computation. For post-processing, source function integration is a simple transmittance recursion. In general, when all six Greek coefficients are zero for $m \leqslant 1 \leqslant 2 N-1$, then there is no scattering for Fourier components $m$ and higher, and solution saving applies. Rayleigh scattering has a $\cos ^{2} \Theta$ phase matrix dependency on scattering angle $\Theta$, with no molecular scattering for Fourier components $m>2$. Thus, in a "mostly Rayleigh" atmosphere with a small number of aerosol layers, solution saving can lead to considerable savings in CPU time.

The second enhancement is "BVP Telescoping". We consider an atmosphere with Rayleigh scattering everywhere, except for a block of contiguous layers containing both Rayleigh and particulate scatterers. For Fourier $m>2$, the solution saving enhancement will apply. Homogeneous and particular solutions are only present in the block of contiguous layers, so that the boundary value problem can then be "telescoped" to compute only those constants of integration for this block of mixed-scatterer layers. Constants of integration in the non-active layers (where there is no scattering) are then found by propagating the block results using transmittance factors. An exposition of the telescoped BVP is in Appendix B.

## 7. Concluding remarks

In this paper, we have described the multilayer multiple scattering vector discrete ordinate radiative transfer model VLIDORT. The vector RTE has both complex variable and real-value solutions. The model has a fully linearized pseudo-spherical capability to deal with solar beam attenuation in a curved atmosphere. We have focused in particular on the linearization capacity of the model: the ability to generate analytic weighting functions of the Stokes field with respect to any atmospheric or surface parameter. We have also discussed the implementation of exact single scatter calculations (including linearizations). The model has been validated against a number of benchmarks in the literature. We have discussed a number of performance aspects, including the multiple SZA facility, and the use of timesaving devices such as solution saving.
VLIDORT Version 2.0 has all the capabilities of its scalar counterpart LIDORT Version 3.0. Both codes have been streamlined and reorganized so that inputs and outputs are consistent. VLIDORT Version 2.0 is available on the RT Solutions web site at www.rtslidort.com. A User's Guide and a GNU-type public license accompany this release of the code. LIDORT Version 3.0 is also available from this source.
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## Appendix A. Spherical corrections

## A.1. Pseudo-spherical approximation

The P-S approximation assumes solar beam attenuation for a curved atmosphere. The approximation is a standard feature of many radiative transfer models. We follow the formulation in [29]. Fig. 2 provides geometrical sketches appropriate to both sections of this appendix.

We consider a stratified atmosphere of optically uniform layers, with extinction optical depths $\left\{\Delta_{n}\right\}, n=1$, $N_{\text {TOTAL }}$ (the total number of layers). We take points $V_{n-1}$ and $V_{n}$ on the vertical (Fig. 2, upper panel), and the respective solar beam transmittances to these points are then:

$$
\begin{equation*}
T_{n-1}=\exp \left[-\sum_{k=1}^{n-1} s_{n-1, k} \Delta_{k}\right] ; \quad T_{n}=\exp \left[-\sum_{k=1}^{n} s_{n, k} \Delta_{k}\right] . \tag{A.1}
\end{equation*}
$$

Here, $s_{n, k}$ is the path distance geometrical factor (Chapman factor), equal to the path distance covered by the $V_{n}$ beam as it traverses through layer $k$ divided by the corresponding vertical height drop (geometrical thickness of layer k . At the top of the atmosphere, $T_{0}=1$. In the average secant parameterization, the transmittance to any intermediate point between $V_{n-1}$ and $V_{n}$ is parameterized by:

$$
\begin{equation*}
T(x)=T_{n-1} \exp \left[-\lambda_{n} x\right], \tag{A.2}
\end{equation*}
$$



Fig. 2. (Upper panel) Pseudo-spherical viewing geometry for scattering along the zenith. (Lower panel) Line of sight path AB in a curved atmosphere, with viewing and solar angles changing along the path from A to B.
where $x$ is the vertical optical thickness measured downwards from $V_{n-1}$ and $\lambda_{n}$ the average secant for this layer. Substituting (A.2) into (A.1) and setting $x=\Delta_{n}$ we find:

$$
\begin{equation*}
\lambda_{n}=\frac{1}{\Delta_{n}}\left[\sum_{k=1}^{n} s_{n, k} \Delta_{k}-\sum_{k=1}^{n-1} s_{n-1, k} \Delta_{k}\right] . \tag{A.3}
\end{equation*}
$$

In the plane-parallel case, we have $\lambda_{n}=\mu_{0}^{-1}$ for all $n$.
Linearization: We require derivatives with respect to an atmospheric property $\xi_{k}$ in layer $k$. The basic linearized optical property input is the normalized derivative $V_{n}$ of the layer optical depth extinction $\Delta_{n}$ (Eq. (33)). Applying the linearization operator to (A.3) and (A.1), we find:

$$
\begin{align*}
& \mathscr{L}_{k}\left[\lambda_{n}\right]=\frac{\mathscr{V}}{\Delta_{n}}\left(s_{n, n}-\lambda_{n}\right), \quad \mathscr{L}_{k}\left[T_{n}\right]=0, \quad(k=n),  \tag{A.4}\\
& \mathscr{L}_{k}\left[\lambda_{n}\right]=\frac{\mathscr{V}_{k}}{\Delta_{n}}\left(s_{n, k}-s_{n-1, k}\right), \quad \mathscr{L}_{k}\left[T_{n}\right]=-\mathscr{V}_{k} s_{n-1, k} T_{n} ; \quad(k<n),  \tag{A.5}\\
& \mathscr{L}_{k}\left[\lambda_{n}\right]=0 ; \quad \mathscr{L}_{k}\left[T_{n}\right]=0 ; \quad(k>n) . \tag{A.6}
\end{align*}
$$

For the plane-parallel case, we have:

$$
\begin{equation*}
\mathscr{L}_{k}\left[\lambda_{n}\right]=0(\forall k, \forall n) ; \quad \mathscr{L}_{k}\left[T_{n}\right]=-\frac{\mathscr{V}_{k} T_{n}}{\mu_{0}}(k<n) ; \quad \mathscr{L}_{k}\left[T_{n}\right]=0 \quad(k \geqslant n) . \tag{A.7}
\end{equation*}
$$

## A.2. Sphericity along the line-of-sight

In the previous section, scattering was assumed to take place along the nadir, so that the scattering geometry $\Omega \equiv\left\{\mu_{0}, \mu, \phi-\phi_{0}\right\}$ is unchanged along the vertical. For a slant line-of-sight path (Fig. 2, lower panel), the scattering geometry varies along the path. For layer $n$ traversed by this path, the upwelling Stokes vector at the layer-top is (to a high degree of accuracy) given by:

$$
\begin{equation*}
\mathbf{I}^{\uparrow}\left(\Omega_{n-1}\right) \cong \mathbf{I}^{\uparrow}\left(\Omega_{n}\right) T\left(\Omega_{n}\right)+\mathbf{\Lambda}_{n}^{\uparrow}\left(\Omega_{n}\right)+\mathbf{M}_{n}^{\uparrow}\left(\Omega_{n}\right) \tag{A.8}
\end{equation*}
$$

Here, $\mathbf{I}^{\uparrow}\left(\Omega_{n}\right)$ is the Stokes vector at the layer bottom, $T\left(\Omega_{n}\right)$ the layer transmittance along the line of sight, and $\boldsymbol{\Lambda}_{n}^{\uparrow}\left(\Omega_{n}\right)$ and $\mathbf{M}_{n}^{\uparrow}\left(\Omega_{n}\right)$ are the single- and multiple-scatter layer 4 -vector source terms, respectively. The transmittance and layer source terms are evaluated with scattering geometry $\Omega_{n}$ at position $V_{n}$. Equation (A.8) is applied recursively, starting with the upwelling Stokes vector $\mathbf{I}_{\mathrm{BOA}}^{\uparrow}\left(\Omega_{N_{\text {TOTAL }}}\right)$ evaluated at the surface for geometry $\Omega_{N_{\text {TOTAL }}}$, and finishing with the Stokes field at top of atmosphere ( $n=0$ ). The transmittances and single-scatter layer source terms may be determined through an accurate single scatter calculation (cf. Eq. (97)) allowing for changing geometrical angles along the line of sight. To evaluate the multiple scatter sources, we run VLIDORT in "multiple-scatter mode" successively for each of the geometries from $\Omega_{N_{\text {тотаА }}}$ to $\Omega_{1}$, retaining only the appropriate multiple scatter layer source terms, and, for the first VLIDORT calculation with the lowest-layer geometry $\Omega_{N_{\text {TOTAL }}}$, the surface upwelling Stokes vector $\mathbf{I}_{\mathrm{BOA}}^{\uparrow}\left(\Omega_{N_{\text {TOTAL }}}\right)$.

For $N_{\text {TOtal }}$ layers in the atmosphere, we require $N_{\text {TOtal }}$ separate calls to VLIDORT, and this is much more time consuming that a single P-S call with geometry $\Omega_{N_{\text {TотаL }}}$ (this would be the default in the absence of a line-of-sight correction). However, since scattering is strongest near the surface, the first VLIDORT call (with geometry $\left.\Omega_{N \text { TOTAL }}\right)$ is the most important as it provides the largest scattering source term $\mathbf{M}_{N_{\text {TOTAL }}}^{\uparrow}\left(\Omega_{N_{\text {TOTAL }}}\right)$. An even simpler line-of-sight correction is to assume that all multiple scatter source terms are taken from this first VLIDORT call; in this case, we require only the accurate single scatter calculation to complete $\mathbf{I}_{\mathrm{TOA}}^{\hat{1}}$. This approximation is known as the "poor man's" sphericity correction; it requires very little extra computational effort compared to a single call with the regular P-S geometry. The sphericity correction can also be set up with just two calls to VLIDORT made with the start and finish geometries $\Omega_{N_{\text {Total }}}$ and $\Omega_{1}$; in this case, multiple scatter source terms at other geometries are interpolated at all levels between results obtained for the two limiting geometries. Accuracies for these corrections were investigated in [31] for the scalar code; results for VLIDORT are similar.

## Appendix B. Boundary value problem telescoping

The exposition below is given for scalar RT, but the same principles apply to the vector model; the bookkeeping is more complicated. The discrete ordinate solution for layer $n$ may be written:

$$
\begin{equation*}
I_{n}^{ \pm}\left(x, \mu_{i}\right)=\sum_{\alpha=1}^{N}\left[L_{n \alpha} X_{i n \alpha}^{ \pm} \mathrm{e}^{-k_{n x} x}+M_{n \alpha} X_{i n \alpha}^{\mp} \mathrm{e}^{-k_{n x}\left(\Delta_{n}-x\right)}\right]+G_{i n}^{ \pm} \exp \left[-\lambda_{n} x\right] . \tag{B.1}
\end{equation*}
$$

Let us assume now that n is a single "active" layer containing aerosol scatterers in what is otherwise a Rayleigh atmosphere with $N_{\text {TOtal }}$ layers. When solution saving (Section 6.4) is in place, then $X_{i p \alpha}^{ \pm}=\delta_{i \alpha}$ and $G_{i p}^{ \pm}=0$ for all Fourier components $m>2$ and for all layers $p \neq n$. Thus for non-active layers, the downwelling and upwelling solutions are:

$$
\begin{equation*}
I_{p j}^{+}(x)=L_{p j} \exp \left[-x / \mu_{j}\right] ; \quad I_{p j}^{-}(x)=M_{p j} \exp \left[-\left(\Delta_{p}-x\right) / \mu_{j}\right] . \tag{B.2}
\end{equation*}
$$

Boundary value constants propagate upwards and downwards through non-active layers via:

$$
\begin{equation*}
L_{p+1, j}=L_{p j} \exp \left[-\Delta_{p} / \mu_{j}\right] ; \quad M_{p-1, j}=M_{p j} \exp \left[-\Delta_{p} / \mu_{j}\right] . \tag{B.3}
\end{equation*}
$$

If we can find BVP coefficients $\left\{L_{n \alpha}, M_{n \alpha}\right\}$ for the active layer $n$, then coefficients for all other layers will follow by propagation. At the top of layer $n$, the boundary condition is:

$$
\begin{align*}
& \sum_{\alpha=1}^{N}\left[L_{n \alpha} X_{i n \alpha}^{+}+M_{n \alpha} X_{i n \alpha}^{-} \Theta_{n \alpha}\right]+G_{i n}^{+}=L_{n-1, i} C_{n-1, i},  \tag{B.4}\\
& \sum_{\alpha=1}^{N}\left[L_{n \alpha} X_{i n \alpha}^{-}+M_{n \alpha} X_{i n \alpha}^{+} \Theta_{n \alpha}\right]+G_{i n}^{-}=M_{n-1, i} . \tag{B.5}
\end{align*}
$$

At the bottom of this active layer, the boundary condition is:

$$
\begin{align*}
& \sum_{\alpha=1}^{N}\left[L_{n \alpha} X_{i n \alpha}^{+} \Theta_{n \alpha}+M_{n \alpha} X_{i n \alpha}^{-}\right]+G_{i n}^{+} \Lambda_{n \alpha}=L_{n+1, i},  \tag{B.6}\\
& \sum_{\alpha=1}^{N}\left[L_{n \alpha} X_{i n \alpha}^{-} \Theta_{n \alpha}+M_{n \alpha} X_{i n \alpha}^{+}\right]+G_{i n}^{-} \Lambda_{n \alpha}=M_{n+1, i} C_{n+1, j} . \tag{B.7}
\end{align*}
$$

We have used the following abbreviations:

$$
\begin{equation*}
\Theta_{n \alpha}=\exp \left[-k_{n x} \Delta_{n}\right] ; \quad \Delta_{n}=\exp \left[-\lambda_{n} \Delta_{n}\right] ; \quad C_{n j}=\exp \left[-\Delta_{n} / \mu_{j}\right] . \tag{B.8}
\end{equation*}
$$

We now consider the top and bottom of atmosphere boundary conditions. At TOA, there is no diffuse radiation, so that $L_{p \alpha}=0$ for $p=1$ and hence by Eq. (B.3) for all $1<p<n$. At the surface, the Lambertian reflection condition only applies for Fourier $m=0$; for any other component, there is no reflection, and so $M_{p \alpha}=0$ for $p=N_{\text {TOTAL }}$ and hence by Eq. (B.3) for all $N_{\text {TOTAL }}>p>n$. Eqs. (B.4) and (B.7) then become:

$$
\begin{align*}
& \sum_{\alpha=1}^{N}\left[L_{n \alpha} X_{i n \alpha}^{+}+M_{n \alpha} X_{i n \alpha}^{-} \Theta_{n \alpha}\right]=-G_{i n}^{+},  \tag{B.9}\\
& \sum_{\alpha=1}^{N}\left[L_{n \alpha} X_{i n \alpha}^{-} \Theta_{n \alpha}+M_{n \alpha} X_{i n \alpha}^{+}\right]=-G_{i n}^{-} \Lambda_{n \alpha} . \tag{B.10}
\end{align*}
$$

This is a system of rank $2 N$ for the unknowns $\left\{L_{p \alpha}, M_{p \alpha}\right\}$ and is solved by usual means (there is no compression here). For the layer immediately above $n$, we use (B5) to find $M_{n-1, \alpha}$ and for the remaining layers
to TOA, we use the propagation rule (B.2). Similarly, for the layer immediately below $n$, we use (B.6) to find $L_{n+1, \alpha}$ and for the remaining layers to the ground, we again use the propagation rule (B.2). This process may be applied to situations with more general boundary conditions at TOA and BOA. For example, a BRDF will in general provide a relation between $L_{N \text { TOTAL }, \alpha}$ and $M_{N \text { TOTAL }, \alpha}$, from which a relation between $L_{n+1, \alpha}$ and $M_{n+1, \alpha}$ is established from the propagation rules. Then, (B.6) and (B.7) can be combined in one equation to replace (B.10).

Solution saving and BVP telescoping operations come together in a natural way when one uses layer adding to solve for the radiation field (instead of the BVP linear algebra methods). In the Radiant model [67], layer RTE solutions are determined by discrete ordinate methods. Solutions are then combined to generate layer reflection and transmission matrices $\mathbf{r}_{n}$ and $\mathbf{t}_{n}$, and source vectors $\mathbf{s}^{ \pm}{ }_{n}$. Invariant principles are then used to add these quantities on a layer-by-layer basis to the stack of multilayer reflection and transmission matrices $\mathbf{R}_{n}$ and $\mathbf{T}_{n}$, and source vectors $\mathbf{S}^{ \pm}$, until values for the whole atmosphere have been assembled. In solution saving mode, $\mathbf{r}_{n}=0, \mathbf{s}^{ \pm}{ }_{n}=0$ and $\mathbf{t}_{n}$ is a diagonal matrix with entries $C_{n j}$ as defined in Eq. (B.8). Stack building with these layer terms is straightforward. Linearization principles for the Radiant model can be found in [66].
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