Detailed Milestone Descriptions for FY06

	Milestone (ID#): Define and baseline end-to-end productivity measures for use of code projects A and B (#11)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: June 30, 2006

	ASC nWBS Subprogram: Computational Systems and Software Environment

	Participating Sites: LANL

	Description: he principal goal of this Milestone is to engineer a means to compress the end-to-end execution of Directed Stockpile Work, in pursuit of making the Laboratory more timely and responsive to dynamic national need without sacrificing quality or precision. In industrial terms, its goal is to instill a method of continuous process improvement initially through the application of productivity measures made upon ASC code projects, with the intent to extend such measures across the LANL Stockpile Program complex. 

	Completion Criteria: The Project shall result in the definition, trial, and evaluation of a method of assessing productivity and productivity improvement applicable to the execution of ASC tasking. A governing metric will be the sense of progress gained (explicit performance measure as-yet TBD) towards implementing an infrastructure responsive to dynamic stockpile certification issues.

	Customer: Line Organizations, DoD

	Milestone Certification Method:

A Final Review will be conducted and its results documented.

Formal documentation, such as a report or a set of viewgraphs with a written summary, will be prepared as a record of milestone completion.

	Supporting Resources: FTE’s: 2.5; Purchases: none; Service contracts: none; Computing hardware: desktop tools; Computing cycles: none

	Codes/Simulation Tools Employed: No Weapons Complex simulation runs will be initiated by this Project.

	Contribution to the ASC Program: By deliberately and successfully engineering a “responsive infrastructure” requirement into the ASC Program, the ASC Program’s value to DOE Defense Programs and to the LANL Weapons Program will be significantly increased. The over-arching goal of this Milestone is to enable continuous process improvement in the context of Directed Stockpile Work. Specifically, the ASC Program will be positioned to bring robust and more-timely value into settling significant Stockpile issues, which directly translates into an enhanced national strategic posture in a dangerous world.

	Contribution to Stockpile Stewardship: 

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	
	
	
	
	

	
	
	
	
	


	Milestone (ID#): Performance prediction study of representative ASC application workload based on candidate capacity hardware platforms (#12)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: Jun-06

	ASC nWBS Subprogram: Computational Systems and Software Environment

	Participating Sites: LANL

	Description: Complete a formal systematic performance study of candidate compute architectures considered for the anticipated next ASC capacity platform procurement against a tri-Lab application workload. We anticipate that Partisn, Sage, CTH, and UMT2K will be included.  The spectrum of architectures under consideration will include all credible bids in the procurement process. The study will use validated application models to rank the proposals based on achievable/sustained performance on the realistic workload considered. For a subset of the bids, we will perform point-design studies, to assess the impact of various proposed changes in the configuration on application performance. The software stack from each of the three Labs will be utilized in the analysis.

	Completion Criteria: The milestone will be complete when the ranking for a system and application performance standpoint of all credible bids will be done. This includes the point-design studies mentioned in the Milestone Description.

	Customer: The client is the ASC program (S&CS, Platforms, and HQ) which are keenly interested in ensuring that the next procurement exhibits superior performance characteristics for the ASC applications.

	Milestone Certification Method: To certify the completion of this milestone, a formal review will be conducted, and formal documentation will be submitted documenting the milestone work.

	Supporting Resources: 

	Codes/Simulation Tools Employed: Sage, Partisn, UMT2K and CTH, at a minimum will be employed. In reality, we expect that a larger suite of apps will be considered. PAL developed models of these applications will be employed.

	Contribution to the ASC Program: 

	Contribution to Stockpile Stewardship: text

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	
	
	
	
	

	
	
	
	
	


	Milestone (ID#): Characterize code project A and code project B on capacity production systems (#13)

	Level: 2

	Fiscal Year: 2006

	DOE Area/Campaign: ASC

	Completion Date: September 30, 2006

	ASC nWBS Subprogram: Computational Systems and Software Environment

	Participating Sites: LANL

	Description: As the ASC codes become the main line for design activities at LANL, and as ASC activities move from capability to capacity, two things will become more important. First, design activities will require the ability to predict the compute resources (central processing units and time) required to complete a given calculation. Second, as the capability of the codes matures, their performance and optimization will become increasingly critical to the success of their users. 

To aid in the efficient use of capacity systems, and to move toward a more systematic approach to code performance, codes from code Project A and code project B will be ported to run on the new ASC Linux capacity hardware. A set of baseline performance measurements will be collected on a set of full application simulations running on approximately 64, 128, 256, and 512 processors. Simulation time, memory requirements, MPI messaging patterns, and I/O patterns will be collected and analyzed. These will serve as reference points for future performance optimization work.

	Completion Criteria: 

Existence of instrumented versions of the products of the Code Projects A and B

Existence of documentation reflecting code developer and user approval of the set of problems on interest for each code product instrumented

	Customer: 

	Milestone Certification Method:



	Supporting Resources: 

	Codes/Simulation Tools Employed:

	Contribution to the ASC Program:



	Contribution to Stockpile Stewardship: 

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	
	
	
	

	2
	
	
	
	

	3
	
	
	
	


	Milestone (ID#): Capacity computing systems integration using revised software stack and code developer acceptance (#14)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: Sep. 30, 2006

	ASC nWBS Subprogram: 1.5.4 Computational Systems and User Environments

	Participating Sites: LANL

	Description: Capacity computing systems integration complete and system is operational for identified application codes. In response to programmatic requirements for increased capacity computing cycles in FY06, major deliveries of Linux Capacity units are anticipated. This milestone ensures the integration of an operational systems software stack over the hardware procured in FY06. This systems software stack will include at a minimum the operating system, the message passing interface, the resource management system, the file system, and the core set of tools and applications needed for code development (debuggers, compilers, etc.). 

	Completion Criteria: The LANL system software stack will be tested on actual hardware procured in FY06 for full integrated functionality. Successful milestone completion will also include testing by selected code development projects for the necessary functionality to perform code development work. The milestone will be considered to be complete when a new capacity Linux system procured in FY06 has integrated the LANL software stack and has been demonstrated to be ready for compilation and code development of the major ASC applications.

	Customer: Other ASC Programs, including 1.5.1 Integrated Codes, 1.5.2 Physics and Engineering Models, and 1.5.3 Verification and Validation; DSW Programs for Weapons Certification efforts, SFIs, etc.

	Milestone Certification Method:

1 - A program review is conducted and its results are documented. 

2 - Professional documentation, such as a report or a set of viewgraphs with a written summary, is prepared as a record of milestone completion. 

	Supporting Resources: Supporting resources for the milestone include 5.5 FTEs dedicated to systems and networking integration. Funding will be needed for the capital procurement of capacity systems and supporting infrastructure hardware.

	Codes/Simulation Tools Employed: The subprogram 1.5.4 Computational Systems and Software Environments will provide functional elements of the Software Stack as required, tested and ready for integration on hardware procured through the 1.5.4 subprogram. 

	Contribution to the ASC Program: The ASC Program provides the tools, applications, and computing resources to the Weapons Programs to meet simulation and modeling requirements for predictive science capabilities in support of stockpile stewardship. The Program has demonstrated requirements for increased computing resources in the level 1 milestone #1411, “Document the requirements to move beyond 100TF compute platforms to petaflops,” completed Dec. 2004. As an outcome of this level 1 milestone, a tri-lab Platform Acquisition Timeline was formulated to meet the requirements established to achieve Weapons Programs objectives. This level 2 milestone is one step in the ASC Program meeting its obligation to provide capacity computing resources as outlined in this timeline. 

	Contribution to Stockpile Stewardship: The Stockpile Stewardship effort uses the compute resources provided through ASC for weapons simulations in support of weapons certification, resolution of Significant Findings Investigations, safety studies and analysis, and other stockpile maintenance related needs.

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	Procurement Schedule delay
	High
	Low-medium
	High

	2
	Software Stack functionality; reduced functionality
	Medium
	Low
	Medium


	Milestone (ID#): Computer center infrastructure upgraded to support growth in computing systems (#15)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: Sep. 30, 2006

	ASC nWBS Subprogram: 1.5.5 Facility Operations and User Support

	Participating Sites: LANL

	Description: Note: Completion of the FY06 SCC Project is contingent upon receiving the necessary funding for this project. A platform acquisition timeline has been planned that will bring over 500 Teraflops peak new computing resources into the tri-lab computing centers between FY07 and FY08 (307.1TF of capacity cycles, and 282.8TF of capability cycles). Facility and networking infrastructure upgrades have lead times that necessitate preparations in FY06 in order to support this influx of new computing in this time frame. This milestone is aimed at preparing the LANL computing center to play its role in supporting the complex-wide computing growth in FY07-FY08. In the facilities arena, the FY06 SCC Infrastructure Project is the next in a series of power/cooling infrastructure upgrades for the SCC. These upgrades provide the equipment to receive the raw power as it is delivered to the building and distribute and deliver this power to the machine room for use by systems. The previous phase of upgrades provided a total-to-date computer power capability of 7.2 MW. The FY06 SCC Infrastructure Project will consist of the electrical and mechanical equipment necessary to provide an increase in this capability as required to support future systems. The design phase of the project will determine the specific technical requirements to produce this capability. Once design is complete and a project cost estimate is generated a construction contractor will be procured and specific schedule milestones will be finalized and measured. Also, in order to support the planned computing resources additional networking infrastructure will be required. This will be needed to support the GPFS as well as the archival storage and scientific visualization delivery. Increased deployment of ten gigabit Ethernet routers and switches will provide the increased bandwidth capability to meet this requirement

	Completion Criteria: Power infrastructure capable of supporting the new computing resources is the criteria for the power upgrade. Data transfer rates from the computing resources to the global file system and archival storage that meet system requirements will be the completion criteria for the network upgrade.

	Customer: This work is in direct support of Weapons Program predictive science through computer simulation and modeling for stockpile stewardship. ASC and DSW Nuclear Weapons Programs are the Program Office level clients/customers for this milestone. Our primary customers for the completion of the milestone include the Computing and Communications Division, the Production Computing and Infrastructure Program Manager, as well as all code developers and weapons designers and engineers who are users of the high-performance computers (X-Division, ESA Division, T-Division, CCS-Division, and their counterparts in the tri-lab arena). CCN-18 provides the utility upgrades, maintenance and support for high-performance computer systems, and CCN-5 provides the networking upgrades, maintenance, support, and ongoing operation. This includes ensuring that electrical, mechanical, and networking systems supporting the computers are operational 24 hours a day, seven days a week.

	Milestone Certification Method:

1 - A program review is conducted and its results are documented. 

2 - Professional documentation, such as a report or a set of viewgraphs with a written summary, is prepared as a record of milestone completion. 

	Supporting Resources: TBD

	Codes/Simulation Tools Employed: N/A

	Contribution to the ASC Program: These infrastructure upgrades are critical to the operation of increased compute capacity. The power upgrade impact is needed to support adequate computing resources to meet ASC deliverables. The network upgrade is needed to make sure the data transfers to the global file system and archival storage system are adequate to insure optimum use of the computing resources.

	Contribution to Stockpile Stewardship: These infrastructure upgrades are critical to the operation of increased compute capacity. The power upgrade impact is needed to support adequate computing resources to meet Stockpile Stewardship deliverables. The network upgrade is needed to make sure the data transfers to the global file system and archival storage system are adequate to insure optimum use of the computing resources.

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	Capital Funding Absence
	High
	High
	High

	2
	Design Delays/Failure
	Low
	High
	Medium

	3
	GFE RUPS Schedule Delays
	Medium
	High
	High

	4
	Contractor Procurement Delay
	High
	High
	High

	5
	Electrical Equipment Delays
	High
	High
	High


	Milestone (ID#): Deploy Next-Generation Data and Visualization Capabilities for BlueGene/L and Purple Environments (#25)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: FY06-Q3

	ASC nWBS Subprogram: Computational Systems and Software Environment

	Participating Sites: LLNL

	Description: The unprecedented capabilities of BlueGene/L and Purple, as well as their unique system characteristics, require next-generation data and visualization tools, running on next-generation server and image delivery infrastructures (existing data and visualization capabilities are commensurate with present capability and capacity machines). As a result of meeting this milestone, users will be provided measurably enhanced data management and visualization functionality, sized to meet the exceedingly powerful BlueGene/L and Purple environments. Milestone deliverables include: deployment of a large 256-node cluster-based visualization server utilizing next-generation interconnects, processors, and graphics cards; hardware-accelerated parallel rendering and compositing technologies supported within the VisIt tool; new releases to extend user features of the Hopper file management tool and Telepath resource session orchestration tools; high-resolution digital image delivery to new collaborative-use areas; and improved I/O and visualization for BlueGene/L applications through the ViSUS software infrastructure. Successful deployment of next-generation capabilities requires close and ongoing interaction with key customers to help ensure that delivered functionality meets user requirements for increasingly productive environments. Enhanced data management and visualization for BlueGene/L and Purple data requires determination of necessary scaling, specific improvements, and newly needed capabilities based on the size and power of BlueGene/L and Purple. Success also requires close interaction and integration with other product areas of Computational Systems and User Environments, as well as Facility Operations and User Support.

	Completion Criteria: Successful installation, integration, deployment, and customer use of the new Gauss visualization cluster in support of BlueGene/L. Formal release(s) of VisIt that incorporate hardware-accelerated parallel rendering and compositing, together with measurements that demonstrate higher rendering and compositing rates than previous tools. Formal release(s) of Hopper and Telepath that incorporate new user requested or BlueGene/L-  or Purple- required data and resource management functionality. Successful installation, integration, deployment, and customer use of new collaborative space displays, using digital image delivery technology, and BlueGene/L or Purple generated visualization data. Demonstrated efficiency improvements for use of hardware resources, and  reduction in the overall time required for the design, simulation, and visualization cycle using new high-performance I/O and visualization techniques such as ViSUS and IDX.

	Customer: LLNL stockpile stewardship scientists and engineers.

	Milestone Certification Method:

1 - A program review is conducted and its results are documented. 

2 - Professional documentation, such as a report or a set of viewgraphs with a written summary, is prepared as a record of milestone completion. 

	Supporting Resources: Projects from the Pre and Post Processing Environments product.

	Codes/Simulation Tools Employed: N/A 

	Contribution to the ASC Program: A powerful computational infrastructure is a key enabling technology for the ASC Program. Pre- and Post-Processing Environments that allow data to be efficiently generated, managed, stored, visualized and analyzed is a mandatory component of this computational infrastructure. Appropriately sized, and appropriately-powerful, data and visualization capabilities are required for ASC scientists to understand, and to convey to others, the results of their physics calculations performed on new platforms such as BlueGene/L and Purple.

	Contribution to Stockpile Stewardship: Both the enhancement of predictive capability and the meeting of DSW simulation deliverables demand ever more powerful platforms such as BlueGene/L and Purple, together with appropriately balanced data generation, data management, and data visualization capabilities. Completion of this milestone supports overall stockpile stewardship goals by applying advanced data and visualization capabilities toward an overall integrated intellectual framework to analyze and understand SSP data. 

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	
	
	
	

	2
	
	
	
	


	Milestone (ID#): Purple System Ready for Limited Production (#26)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: FY06-Q3

	ASC nWBS Subprogram: Computational Systems and Software Environment

	Participating Sites: LLNL

	Description: The ASC Purple system at LLNL will be made available for limited availability classified production usage as soon as the hardware and software systems are deemed suitably stable for applications usage. When this milestone is complete, the system will begin providing useful computing cycles for production needs of NNSA. Deployment of the Purple system requires integration and interface between all parts of the ASC computing organization at LLNL as well as interfaces with ASC code developers at LLNL. Close integration of efforts between 1.5.5 Facility Operations and User Support, 1.5.4 Computational Systems and Software Environment, and IBM is required to assure that the computing environment needed by ACS codes is available and functional on the system. Training of system and network administrations, operators, maintenance personnel, and user support personnel has been completed.

	Completion Criteria: Successful completion of the exit criteria for the Purple SWL test and LLNL accepts the vendor’s (IBM) plan to remedy any deficiencies. Functional, performance, and reliability requirements specified in the SOW have been met or appropriate remediation agreed to. A programmatically relevant classified production simulation run has completed – demonstrating that the system is ready and approved for NNSA classified production use.

	Customer: Tri-lab stockpile stewardship scientists and engineers. 

	Milestone Certification Method:

1 - A program review is conducted and its results are documented. 

2 - Professional documentation, such as a report or a set of viewgraphs with a written summary, is prepared as a record of milestone completion. 

	Supporting Resources: Multiple projects from both the Computational Systems and Software Environment subprogram and the Facility Operations, and User Support subprogram. 

	Codes/Simulation Tools Employed: N/A

	Contribution to the ASC Program: Purple provides the tri-lab computational system for development of the full system simulations. It also represents a major deliverable defined at the beginning of the ASC program and has external visibility. 

	Contribution to Stockpile Stewardship: The Purple system will provide the major source of tri-lab capability computing for the large simulations needed by DSW for LEP and SFI calculations. Purple will also be a source for capacity computing until adequate alternative capacity computing resources can be deployed.

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	IBM HW/SW not sufficiently reliable to release system for LA
	Moderate
	Very low
	Low

	2
	LLNL SW and operational deployment not sufficiently reliable to release system for LA
	Moderate
	Very low
	Low


	Milestone (ID#): Provide the networking and I/O technology road map to support a petaflops computing environment and the conversion of the existing service to a new provider (#36)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: 9/30/06

	ASC nWBS Subprogram: Computational Systems & Software Engineering

	Participating Sites: SNL

	Description: Projects and technologies in the advanced networking and interconnect areas shall include networking and interconnect architectures, emerging networking hardware technologies and communication protocols, network performance/security monitoring/analysis tools and high performance encryption and security technologies. a number of analyses reports on next-generation networking technologies for a petaflops computing environment. The ASC computing environment faces many challenges of performance and robustness at pioneering scales of compute nodes and raw network performance. The advanced networking project provides key foundational network and communication related technologies and services to enable the seamless integration of the many elements of a system such as file systems, archives systems, and ASC compute resources from the user's desktop to the most powerful capability platforms. 

Currently, the advanced networking project is composed of five main thrusts: 1) high-performance protocols and transport technologies to access network-attached storage in the local and wide areas; 2) the continued development of a robust, high performance network infrastructure from the system to the wide area that is capable of providing secure communications with well-understood service level characteristics for different traffic classes; 3) a security infrastructure to provide essential authentication and authorization services to the tri-lab community; 4) the development of open source networking and communication software to meet the most demanding performance requirements of the ASC program while leveraging the development investment of the entire HPC community; and 5) the development of algorithms and data analysis tools for monitoring the performance of ASC applications and services. 

The required extensions of technologies listed above will provide the foundation for the development and implementation of an environment that will support a petaflops computing environment. This effort will provide the systems level technology road maps in the areas of network architectures, network topologies, networking protocols, networking switches and routers and the monitoring strategies to successfully implement and operate the required HPC infrastructure. In addition, this effort will insure the conversion of the current WAN service to another provider during FY06.

	Completion Criteria: The successful deployment and operation of a new provider for the current WAN and the delivery of technology roadmaps and the analysis reports of the infrastructure elements required to implement and support a Petaflops computing environment.

	Customer: Capability platform systems developers and systems operations personnel.

	Milestone Certification Method:

1. The test and operations reports for the acceptance of the new WAN service provider.

2. The delivery of professional documentation, such as reports and/or viewgraphs with a written summary as a record of milestone completion.

3. Conduct peer reviews (external if possible).

	Supporting Resources: OPNET modeling and simulation tools and a number of compute cycles to develop and run the network models and simulations.

	Codes/Simulation Tools Employed: N/A

	Contribution to the ASC Program: The required networking technical knowledge and understanding to guide the development and deployment of the next generation environment to support the next generation platform.

	Contribution to Stockpile Stewardship: This effort will enable the deployment of the next generation computing platform that supports the execution of more accurate and complete models and simulations of our systems.

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	Industry development and deployment schedules may not align with the ASC platform schedule.
	Medium
	Medium
	Medium

	2
	Required FTE’s are not available
	Low
	Low
	Medium


	Milestone (ID#): Develop a high-level interprocessor communication network for petaflops computing (#37)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: 9/30/06

	ASC nWBS Subprogram: Computational Systems & Software Engineering

	Participating Sites: SNL

	Description: The interconnection network between processors in a supercomputer is one of the fundamental building blocks in massively scalable systems. To deliver general purpose petaflops scale computing, the network will need to deliver 30 gigabytes per second (per direction), 500 ns MPI latency, and 15 million messages per second of throughput. A high-level network architecture will be developed to deliver this level of performance for deployment in petaflops scale computers. The architecture will address network issues from the connection to the primary processor to the network interface architecture to the end-to-end reliability issue to the router architecture and topology to connect the nodes. The effort will include preliminary simulation studies to validate architectural design choices.

	Completion Criteria: A full specification of the high-level architecture including a specification of both the network interface and router that will be capable of delivering the performance needed for petaflops scale computing will be completed. The architecture specification will include functional diagrams illustrating the basic components required in both the network interface and router and their interconnection. The functional behavior of each block will be fully described along with the interaction between blocks.

	Customer: ASC as a procurer of systems leveraging the network technology. The analyst community as a user of those systems. The HPC industry as builders of the systems using the technology.

	Milestone Certification Method:

1 - A program review is conducted and its results are documented. 

2 - Professional documentation, such as a report or a set of viewgraphs with a written summary, is prepared as a record of milestone completion.

	Supporting Resources: FTE Funding will be required to support the design effort. Compute cycles will be required for preliminary simulation studies of network features.

	Codes/Simulation Tools Employed: Computer system and hardware simulation applications. ASC applications to provide input to drive network design choices.

	Contribution to the ASC Program: The ASC program is responsible for providing scalable computing resources to solve the most challenging problems in the weapons program. Recent studies indicate the need for petaflops scale computing and this effort is the first step in delivering the interconnection network that will be needed to support it.

	Contribution to Stockpile Stewardship: Stockpile Stewardship relies on scalable computing resources provided through ASC for weapons simulations in support of the Stockpile Stewardship mission. The scalability of these resources depends on high performance networking capabilities.

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	The MPI bandwidth, latency, and message throughput objectives may not be achievable given the limitations of technology in the timeframe where petaflops scale computing is expected. The risk has been mitigated by preliminary analysis that indicates technology can definitely approach these objectives. 
	Low
	Medium
	Medium


	Milestone (ID#): Deploy Security Infrastructure for ASC Tri-Lab (#40)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: FY06-Q3

	ASC nWBS Subprogram: Computational Systems and Software Engineering

	Participating Sites: LANL, LLNL, SNL

	Description: A new ASC tri-lab security infrastructure is deployed to replace the existing DCE security infrastructure. This milestone is complete when the inter-site authentication and directory service are generally available and support authentication and authorization to production ASC compute resources by tri-lab users. Additionally, the new security infrastructure will support an inter-site application to demonstrate the capabilities are functional for transitioning and deploying applications and infrastructure services. The deployment of the tri-lab security infrastructure will require integration and cooperation between the Computational Systems and User Environment at LLNL, LANL, and SNL. Tri-lab personnel will also work closely with developers of inter-site application and Nuclear Weapons Complex plant sites to ensure successful adoption of the new security infrastructure. Further, close interaction with ICSI is essential to ensure the ICSI ESN directory service can be utilized for inter-site authorization.

	LANL Work Scope: 

LLNL Work Scope: 

SNL Work Scope: 

	LANL Completion Criteria: 
LLNL and SNL Completion Criteria: Demonstrate that SNL, LLNL, and LANL users can successfully authenticate and access major ASC classified production resources at LANL, LLNL and SNL using the account managed by the new Kerberos authentication service. Demonstrate that SNL, LLNL, and LANL users can successfully authenticate and access major ASC classified production resources using credentials associated with their account managed by the Kerberos authentication service at their respective sites. Demonstrate that SNL users can successfully authenticate and access a generally available web-based SNL inter-site application, where usage customization or an authorization decision involves the application accessing the ICSI directory for user attributes.

	Customer: All users of SNL, LLNL, and LANL computer systems.

	Milestone Certification Method:

2 – Professional documentation, such as a report or a set of viewgraphs with a written summary, is prepared as a record of milestone completion.

3 – The “handoff” of the developed capability (product) to a nuclear weapons stockpile customer is documented.

	Supporting Resources: Multiple projects from both the Computational Systems and Software Environment subprogram and the Facility Operations and User Support subprogram.

	Codes/Simulation Tools Employed: N/A

	Contribution to the ASC Program: Update to the mandated security infrastructure software for all systems. Supports single system authentication to computational resources across the tri-lab complex.

	Contribution to Stockpile Stewardship: Update to the mandated security infrastructure software for all systems. Supports single system authentication to computational resources across the tri-lab complex.

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	ICSI fails to deliver functional directory service
	Low
	Low
	Low


	Milestone (ID#): Deploy Purple Tri-Lab User Environment (#42)

	Level: 2

	Fiscal Year: FY06

	DOE Area/Campaign: ASC

	Completion Date: FY06-Q4

	ASC nWBS Subprogram: Computational Systems and Software Environment

	Participating Sites: LANL, LLNL, SNL

	Description: Demonstrate a user environment that provides application development and execution, data analysis and visualization, and distance computing in accordance with ASC Purple and application requirements as defined in the Purple Usage Model. The CSSE, and FOUS ASC subprograms will build on the limited environment deployed in Q3 to deliver both a local and distance-computing environment for a tri-lab limited user base.

Deploy initial Purple production environment needed by SNL and LANL application codes targeted to run on Purple. This milestone will be done in conjunction with the LLNL Purple Limited Availability milestone, extending appropriate access and software to meet the needs of remote users from SNL and LANL. This will include limited availability to ASC resource (storage, visualization, computational) access, basic code development tools, and data archive capabilities. The deployment will include all the necessary elements for authorization, remote access and utilization from SNL and LANL. This milestone is complete when the required SNL and LANL application code services are deployed in a limited availability mode and the targeted SNL and LANL application codes have successfully run in production mode on Purple.

	LANL Work Scope: 

LLNL Work Scope: 

SNL Work Scope: 

	LANL Completion Criteria: Designers accept environment: the designers in X-Division will be the users of the codes on Purple, hence they will need to be able to say if the environment is acceptable for their use. Successful completion of capability calculation on Purple using Code Project A code products. “Successful” here means that the results agree with those previously obtained on existing platforms, and are approved by the relevant designers and V&V people. Successful completion of capability calculation on Purple using Code Project B code products. “Successful” here means that the results agree with those previously obtained on existing platforms, and are approved by the relevant designers and V&V people. A documented level of use of Purple by the LANL design community for the type of work intended for Purple.

LLNL Completion Criteria: 1) Purple Usage Model documented; 2) Mapping of ACE requirements to Purple Environment documented and demonstrated; 3) Web documentation, including usage policies complete and available remotely; 4) (draft) something about a LLNL code capability run; 5) demonstrate full functionality of Ensight and VisIt visualization tools on Purple; 6) demonstrate file transport between Purple GPFS system and remote site file systems and archives at rates that meet or exceed those available on ASC White 7) demonstrate the build environment for the principle ASC codes from LLNL 1.5.1.1 Modern Multi-physics Codes. 
SNL Completion Criteria: The following objective success criteria have been defined for the milestone: ensure SNL access to Purple (accounts, passwords, authentication); ensure SNL access to tools and documentation for management of the work environment (user group management, recommended environment variables); data transfer (Purple–SNL network architecture, tools for transferring files); assist SNL application library developers in making effective use of the file systems and I/O libraries on Purple; assist with I/O performance tuning of SNL tools and libraries (SEACAS, SIERRA, SAF); assist SNL application code developers, as needed, in making effective use of third-party libraries and utilities, debugging and correctness testing, performance measurement, analysis, and tuning on Purple; and assist SNL analysts, as needed, in processing simulation output (data analysis and visualization) using Purple.

	Customer: Tri-lab stockpile stewardship scientists and engineers. Stakeholders include NNSA/HQ, ASC managers at SNL, and stockpile stewardship scientists and engineers.

	Milestone Certification Method:

1 - A program review is conducted and its results are documented
2 – Professional documentation, such as a report or a set of viewgraphs with a written summary, is prepared as a record of milestone completion.

3 – The “handoff” of the developed capability (product) to a nuclear weapons stockpile customer is documented.

	Supporting Resources: Multiple projects from both the CSSE subprogram and the Facility Operations, and User Support subprogram. 

	Codes/Simulation Tools Employed: N/A

	Contribution to the ASC Program: The results of this milestone will assure that the Purple system can be accessed and used by ASC customers from LANL and SNL, as well as LLNL. Purple provides the tri-lab computational system for development of the full system simulations. It also represents a major deliverable defined at the beginning of the ASC program and has external visibility.

	Contribution to Stockpile Stewardship: The results of this milestone will assure that the Purple system can be accessed and used by DSW customers from LANL and SNL, as well as LLNL. The Purple system will provide the major source of tri-lab capability computing for the large simulations needed by DSW for LEP and SFI calculations. Purple will also be a source for capacity computing until adequate alternative capacity computing resources can be deployed.

	No.
	Risk Description
	Risk Assessment (low, medium, high)

	
	
	Consequence
	Likelihood
	Exposure

	1
	User environment software doesn't meet application requirements
	Low
	Low
	Low

	2
	Tri-lab classified network access and security infrastructure not reliable for remote use
	Low
	Low
	Low

	3
	Resources for this milestone, from the Computational Systems and Software Environment subprogram, will also be working on taking Red Storm from Limited to General Availability.
	Medium
	Medium
	Medium
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