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Abstract

The RELAP5-3D (version bt) computer program was used to assess a GE level swell experimen
primary goal of the new assessment models was to faithfully represent the experimental facilit
instrumentation. In developing the new models, a non-physical representation of the vessel hea
previous assessment was found. This distortion resulted in predictions that closely matche
experimental data, but were in error. The new assessment also highlighted an instability in the calc
of interfacial drag. To explore this issue, analyses were performed using three different interfacia
correlations appropriate for large diameter pipes and/or vessels. The results of this study show t
Kataoka-Ishii correlation, which is currently used in RELAP5-3D, compares most favorably with
experimental data. Additionally, a numerical instability was uncovered with the analysis performed
the Gardner correlation and was traced to the calculation of bubble diameter in the bubbly flow regi
e
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Introduction

Many of the transients of interest to the thermal-
hydraulic safety community (Loss of Coolant
Accidents and Steam Line Ruptures) are
characterized by fast depressurization due to the
loss of liquid inventory. This depressurization
causes flashing of the liquid as the pressure falls
below the saturation pressure for the fluid
temperature. This flashing results in the formation
of bubbles which increase the volume of the
mixture and produces a level swell in the presence
of a free surface. Accurate prediction of the
flashing rate and void distribution are therefore
important for thermal-hydraulic safety programs.

Circa 1980, General Electric performed a series of
experiments [1] to measure both void distribution
and level swell phenomena for depressurization
transients. These tests have become standard
qualification problems for reactor safety programs.

Previous versions of the RELAP5 program hav
been assessed relative to GE Level Swell tests [
These assessments have been updated in this pa
The result is a model which faithfully represent
the full test facility and provides improved
accuracy relative to the experimental data.

Description of the Test

The GE Level Swell experiments were designed
measure transient void fraction profiles in a larg
tank which was depressurized via a blowdown lin
and orifice. Two different vessels sizes (1 and 4
nominal diameter) were used in the experiment
program. This paper will focus on test numbe
1004-3 performed with the smaller of the two
vessels.

A schematic of the experimental facility for the
small vessel blowdown tests is shown in Figure
The experimental vessel was constructed from
1
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length of 12 inch, schedule 80 pipe. The volume of
the vessel is 0.28 m3 (10.0 ft3). In an attempt to
prevent liquid from being entrained out of the test,
the blowdown pipe was connected near the top of
the vessel. The depressurization rate was
controlled via an orifice in the blowdown line. For
the test being considered, the diameter of the
blowdown orifice was 0.00952 m (0.375 in). A
perforated plate could be inserted in the vessel to
examine the effect of a hydraulic resistance on the
experiments; however, this plate was not installed
for test number 1004-3.

The instrumentation of the test included one
absolute and six differential pressure gauges and
several temperatures detectors. As shown in
Figure 1, the regions between adjacent pressure
taps are referred to as Levels (or segments) and are
numbered sequentially starting at the bottom. The
differential pressure measurements were used to
infer the void fraction in each segment by
assuming that hydrostatic head was the only
component contributing to the pressure difference.
The height of the two-phase level was determined
using a two-step process. First, the segment
containing the two-phase level was heuristically
determined using the axial void profile in the
vessel. Next the position of the two-phase level in
that segment was calculated assuming the void
fraction below the two-phase level was equal to the
void fraction in the segment directly beneath it.

The initial conditions for test number 1004-3 were
a system pressure of 6.92 MPa (1011 psia) and a
water level of 3.167 m (10.4 ft). Since the
experimental fluid temperatures were not included
in the test report, the initial liquid temperature was
assumed to correspond to the saturation
temperature, 559 K (546 ˚F).

Original Assessment Model

The input description for the original assessment
was obtained from the RELAP5-3D program
developers, Idaho National Engineering and
Environmental Laboratory (INEEL). In this
model, the vessel is represented using 27 volumes.
The 23 volumes which represent the cylindrical
portion of the tank are each 0.1524 m (0.5 ft) in
length and have a flow area of 0.0729 m2

(0.785 ft2). This flow area corresponds to a insid
tank diameter of 0.3048 m (1 ft). Both the top an
bottom head are modelled using two volumes eac
Neither the level tracking nor the vertica
stratification options were used in the origina
assessment. The volume weighted void fractio
for the volumes in each segment are compared w
the experimentally determined segment vo
fractions. Furthermore, the heat capacity of th
vessel wall is omitted in this model.

In the original assessment, the blowdown line
the experiment was not explicitly modelled. Th
blowdown orifice was assumed to be located at t
top of the vessel and oriented vertically; howeve
in the experimental facility the blowdown line exits
through the side of the tank near the top, and the
is a short length of pipe between the vessel wa
and the orifice.

Revised Assessment Model

In a previous of assessment of RELAP5 [3], it wa
concluded that faithful representations of th
experimental facility including instrumentation
the boundary conditions and the initial condition
were required to obtain an undistorted assessme
This philosophy was used in the creation of th
revised assessment model.

The flow area of the cylindrical portion of the
vessel was modified to be consistent with a 12 in
nominal, schedule 80 pipe. This change
geometry represents a reduction in flow area
over 10% relative to the original model. The
revised model uses 25 cylindrical volumes an
uses only one volume to represent each he
Furthermore, the fluid volume associated with th
vessel heads was significantly modified from th
value used in the original assessment. Based
the scaled drawings in Reference 1, the ves
heads were assumed to be hemispherical; flu
volumes were calculated consistent with th
assumption. The fluid mass of the bottom tw
volumes is approximately 50% larger in the revise
model than in the original assessment model. T
value used in the original assessment
incompatible with any likely geometry which
could have been used in the test and is viewed to
in error. Differences in modelling the vessel head
2



2000 RELAP5 Users Seminar
Jackson Hole, Wyoming
September 12-14, 2000

to

s
oid
o
d

e
s
e
d

nt
he
el

-
m

te
lue

e
the

to
or
o

s
e
els
e
l

at

tal
d
o
of

,

were shown to have a significant effect on the
transient evolution. This effect is discussed in the
following section.

Additionally, the new assessment model explicitly
represents both the blowdown line and the orifice.
Consistent with the test, the discharge line was
modelled as 2 inch schedule 80 pipe. Unlike the
original assessment model, a length of pipe was
located between the vessel wall and the orifice.
The length of this pipe was determined to be
0.0508 m (0.167 ft) from the vessel using the
scaled drawing provided in reference [1]. This
feature was considered to be important to model
accurately the pressure losses associated with the
contraction in the nozzle and the orifice. For most
of the transient, choked flow occurs at the orifice.
The RELAP5 critical flow model ignores form
losses at a location once choking occurs.
Therefore, in the original assessment model the
contraction pressure drop associated with the
nozzle is largely ignored since choked flow occurs
at this location; however, the revised model
includes this effect.

The junction representing the blowdown orifice
was modelled using the abrupt area change model.
The discharge coefficients for the default Ransom-
Trapp critical flow model for subcooled, two-phase
and superheated conditions were assumed to be
1.0, 0.65 and 0.65, respectively. These values were
consistent with the original RELAP5 assessment of
this problem. The vertical section of the blowdown
line was modelled using 5 volumes and was
assumed to be approximately 5 m (16.5 ft) in
length. Since conditions downstream of the critical
flow location do not affect the flow rate, accurate
modelling of the blowdown line is not required for
this assessment.

Early analyses performed with this revised model
showed a propensity to depressurize too rapidly.
One possible explanation for this behavior is the
omission of the wall heat capacity. In the
experiment, the wall could transmit heat to the
liquid as the liquid temperature decreases with the
saturation temperature. This heat transfer would
tend to increase the pressure in the vessel. To
assess the effect of wall heat capacity, analyses
were performed with and without heat structures.

The initial vessel wall temperature was assumed
be the saturation temperature, 559 K (546 ˚F).

To be consistent with the experiment, thi
assessment infers the average segment v
fractions using the differential pressures. T
establish the correct initial hydrostatic hea
required to infer the initial void fractions, a 10
second null transient was run prior to initiating th
blowdown. For this problem, the difference
between the inferred void fraction using th
experimental algorithm and the volume average
void fraction in the segment were small.

Unlike the original assessment, the curre
assessment used the level tracking option for t
volumes representing the vessel. The lev
tracking model was used with the RELAP5-3D
control variables to calculate the height of the two
phase level in the vessel. The control syste
examined the variablevollev, the height of the level
in a volume, for each volume. If thevollevvariable
was non-zero for a given volume, an appropria
two-phase level was computed based on the va
of vollevand on the location of that volume within
the vessel.

Finally, no developmental (Card 1) options wer
used in these analyses except as described in
interfacial drag sensitivity studies.

Comparison of Model Results

The transient pressure measurement is judged
have the least uncertainty of all of the measured
inferred experimental parameters; however, n
experimental uncertainty for this variable wa
provided with the data. Figure 2 presents th
predicted pressure responses of the revised mod
(i.e. with and without heat capacity effects) and th
original model compared with the experimenta
data. As expected, the modelling of the wall he
capacity results in a slower depressurization.

Figures 3-5 are comparisons of the experimen
and predicted void fractions in the first, second an
fourth segments, or levels, for the original and tw
revised assessment models. With the exception
Level 6, all of the void fraction curves are
characterized by an initial increase in void fraction
3
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followed a region of quasi-equilibrium void
fraction. For Levels 4 and 5 following the quasi-
equilibrium phase, the void fraction monotonically
increases as the level falls through the segment.

A cursory examination of the Level 1 void fraction
predictions, Figure 3, indicates that while all of the
predictions fall within experimental uncertainty,
the original model predictions lie closer to the
experimental data. However, this enhanced
accuracy is directly related to the non-physical
modelling of the bottom vessel head. As discussed
above, the revised models have 50% more fluid
mass in the bottom two volumes; therefore, as the
pressure decreases and the fluid flashes more steam
is generated in the revised model. The inset in
Figure 3 shows the rate at which steam leaves the
bottom most volume. This shows that more steam
is produced in the revised model thus increasing
the void fraction in the first level. The heat
capacity effects are negligible for these predictions.

Figure 4 shows that the void fraction predictions
for Level 2 are similar for all three models. The
prediction of the new model without the heat
capacity effect shows high frequency oscillations,
otherwise, the heat capacity effects are negligible.
As in Level 1, all of the predictions fall within the
experimental uncertainty.

The predictions of the Level 4 void fraction, shown
in Figure 5, exhibit several interesting features.
First, the inclusion of the wall heat capacity
improves the predictions in Level 4 relative to data.
Based on this comparison, wall heat capacity is
deemed to be an important phenomenon in this
experiment. Furthermore, the revised models
provide a much better calculation than the original
model. Although all of the models calculate the
correct quasi-equilibrium void fraction, the revised
models better match the rate at which the two-
phase level falls through Level 4 as determined by
the slope of the void fraction curve later in the
transient.

The new models, especially the model without wall
heat capacity, are characterized by high frequency
oscillations. Based on previous assessments of the
RELAP5-3D critical flow model [3], the critical
flow model was first suspected to be the cause of

the high-frequency oscillations. However, as se
in Figure 6, no oscillations were observed in th
predicted critical flow during the period when void
fraction oscillation were observed. Therefore
other sources of numerical oscillations wer
investigated.

Timestep Sensitivity

One of the notable differences between the old a
revised assessment analyses was a large differe
in time step size. It is known that in certain
circumstances, the results of thermal-hydrau
safety codes can be sensitive to timestep size. T
original assessment used a 200 msec timestep
most of the transient. The revised models we
Courant limited in the blowdown line downstream
of the orifice. The resulting timestep size, whic
increased as the flow in the blowdown decrease
was between 1.5 and 50 msec.

To determine the effect of timestep on the analys
the original assessment was rerun using a const
2 msec timestep. Figure 7 shows the results of th
calculation compared with the original calculatio
for the Level 3 void fraction. This figure shows th
same high frequency oscillations as seen in t
revised models.

Further investigation revealed the source of th
numerical oscillation to be an oscillation in
interfacial drag (fij). The inset in Figure 7, shows
this parameter for both timestep sizes for a locatio
in Level 3. The interfacial drag oscillations wer
traced to non-physical oscillations between th
bubbly and slug flow regimes.

For two-phase flow, flow regime and interfacia
drag are interdependent since the void fractio
determines the flow regime and void fraction i
dependent on interfacial drag which in tur
depends on flow regime. To determine wheth
these oscillations were unique to the defau
interfacial drag model, sensitivity studies wer
performed and are described in the next section.

Interfacial Drag Study

For large pipes or vessels (D>0.08 m
RELAP5-3D uses the Kataoka-Ishii [4] drift flux
4
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model to determine the drag between the two-
phases. One feature of this model is that the drift
flux velocity, which is used to determine the
interfacial drag, depends on flow regime. This
explains why the flow regime oscillations led to
interfacial drag, and ultimately void fraction,
oscillations as discussed in the previous section.
To investigate the effect of interfacial drag on these
high frequency oscillations, other interfacial
correlations were examined.

The RELAP5-3D program has available as a
developmental option (Card 1 option 82) the ability
to use the Gardner drift flux correlation [5] for very
large pipes or vessels (D>0.24 m). To activate
Gardner correlation, Card 1 option 78, which
affects the formulation of the drift flux distribution
parameter, must also be used. While the Gardner
correlation is independent of flow regime, the
RELAP5-3D implementation is dependent on mass
flux. This correlation is only used for low mass
flux situations. For high mass flux situations the
Kataoka-Ishii correlation is used.

In addition to the Gardner correlation, the Vea-
Lahey correlation [6] was implemented in
RELAP5-3D for this study. Like the Gardner
correlation, this correlation is also flow regime
independent and applicable to large pipes or
vessels (D>0.2 m); however, unlike the
implementation of Gardner correlation, the
implementation of the Vea-Lahey correlation is
independent of mass flux. Similar to the
implementation of the Gardner correlation, Card 1
option 78 is required for the use of this interfacial
drag correlation.

To determine the effect of the interfacial drag on
the transient evolution, all three options were
exercised. This sensitivity study was performed
using the revised model which included the wall
heat capacity effects.

Figures 8-13 present comparisons of the predicted
void fractions and the experimental data for Levels
1-6, respectively. Note that there are two curves
for the Gardner correlation, with and without
modification of the bubbly and slug flow regime
interfacial heat transfer coefficients (Card 1

option 61). This sensitivity is discussed later i
this section.

Based on Figures 8-13, the following conclusion
can be made:

• Kataoka-Ishii over-predicts the void fraction a
the lower elevations (Levels 1-3) which are
characterized by the lowest void fractions, bu
predicts the quasi-equilibrium void fractions
well at higher elevations in the test vessel.

• Gardner tends to under-predict the quasi-
equilibrium void fraction at all elevations,
except Level 6.

• Vea-Lahey predicts the quasi-equilibrium void
fractions the best for Levels 1 and 2, but
exhibits the incorrect trend of increasing void
fractions during the equilibrium phase.

As seen in Figures 4 and 5, the inclusion of th
wall heat capacity resulted in a more stab
solution during the time for which experimenta
data are available; however, oscillations are not
at later periods in the transient. Figure 14 provid
a comparison of the predicted Level 2 void fractio
for the different interfacial drag correlations for th
entire 400 seconds of the transient. This figu
shows that the calculation which uses the Kataok
Ishii correlation becomes unstable. Thi
oscillation was also traced back to an oscillation
predicted flow regime. Specifically, the calculate
drift velocity in the drift flux model oscillated
based on flow regime; however, the distributio
parameter, C0, did not oscillate.

The calculation which used the Gardner correlatio
is characterized by two separate periods
oscillation. An investigation of the low frequency
oscillations, which occur early in the transien
identified oscillations in the fluid side interfacia
heat transfer (hif) as a potential source of the
oscillations. To examine this effect, a
developmental option that modifies the bubbly an
slug flow interfacial heat transfer coefficient
(Card 1 option 61) was examined. Furthe
investigation showed that the oscillation was due
the correlation used to determine bubble size. T
default bubble size model uses a Weber numb
criterion, whereas, Card 1 option 61 uses a Lapla
number formulation, which is independent o
5
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relative velocity. As shown in Figures 8-12, this
option removes the oscillations while not affecting
the overall results. The high frequency oscillations
late in the transient are caused by oscillations in the
critical flow model. This behavior was also seen in
another assessment of the RELAP5-3D [3].

Finally, the Vea-Lahey model showed no high
frequency oscillations. This trend is to be expected
since the magnitude of the oscillation reflects the
degree to which the interfacial drag correlation
depends on the calculated local conditions. Using
this criterion, the Kataoka-Ishii model would be
expected to oscillate the most and the Vea-Lahey
model the least. The results shown in Figure 14 are
consistent with this trend.

Another measured parameter of interest is the
lheight of the two-phase level in the vessel.
Figure 15 is a comparison of the predicted height
of the two-phase level for the different interfacial
drag correlations with the experimental data. This
figure indicates that the level calculations using
each of the drag correlations are always within the
experimental uncertainty. Furthermore, this figure
shows that all three of the predictions have the
same shape but are offset in time. This same
phenomena can be seen in the void fraction
predictions for Level 4 and 5 as shown in
Figures 11 and 12. These trends are also consistent
with the pressure response (not shown) in that the
predictions for the Gardner correlation, precede the
predictions for the Kataoka-Ishii correlation which
in turn precede the Vea-Lahey correlation.

In determining the cause for the apparent lag
among the interfacial drag correlations, the
pressure response was examined first since it was
believed to be the cause of the level and void
fraction differences. It was assumed that there
would be an inverse relationship between
depressurization rate and mass flow at the orifice,
shown in Figure 16. Using this logic, the orifice
flow associated with the Gardner correlation
should be the highest since it depressurized the
fastest. However, Figure 16 shows the opposite
behavior. This effect is most pronounced early in
the transient, shown in the Figure 16 inset.

The experiment was designed to allow only vap
to leave the vessel. The critical flow behavior fo
pure steam should behave like the long ter
response (t > 25 sec) in Figure 16, where the flo
rate is characterized by a smooth reduction as t
driving pressure (and hence density) of the stea
decrease. Based on this assumption, the sh
duration flow increases early in the transient a
problematic. These early flow increases we
traced to a two-phase mixture leaving the vess
during that portion of the transient. The inset o
Figure 17 provides a plot of the liquid fraction a
the blowdown orifice for each of the interfacia
drag correlations. This figure shows that th
increases in critical mass flow are directly relate
to changes in the two-phase density exiting th
vessel; however, this still does not explain why th
interfacial drag correlation which yields the larges
mass flow at the orifice also yields the lowes
depressurization rate.

The explanation of the apparent inconsisten
between the mass flow and pressure predictions
related to the interplay of the two-phase condition
at the blowdown orifice and the critical velocity
Figure 17 presents a plot of the predicted son
velocity at the orifice. This figure, when compare
with the inset, shows that the presence of a sm
amount liquid at the orifice significantly reduce
the sonic velocity.

The presence of the liquid at the orifice has tw
competing effects on the mass flow through th
orifice. The first effect is to decrease sonic veloci
which tends to decrease mass flow. The seco
effect is to increase the mixture density which
convected through the orifice. This effect tends
increase the mass flow. For the conditions of th
test, the density effect dominates and the presen
of the liquid causes the mass flow increase seen
Figure 16.

Based on this information, the cause and effe
relationship between the interfacial drag and th
timing of the different phenomena can b
established; the Gardner correlation causes le
liquid to be carried to the orifice, this leads to
smaller decrement in vapor velocity. Since it is th
volumetric flow, and not the mass flow, which
6
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the least carryover (Gardner) depressurizes first.

Conclusions

The GE Level Swell, test number 1004-3, was used
to perform an assessment of the RELAP5-3D
program. Three different input models, the
original model and two revised models, were used
in this assessment. The results indicated that the
heat capacity of the walls was very important in the
calculation of the rate at which the two-phase level
falls.

When comparing the results of the original and
revised assessments models, a significant
difference in Level 1 void fractions was noted.
This was caused by a non-physical model of the
vessel heads. The effect of this distortion was to
erroneously provide results which were in better
agreement with the data than warranted. This
effect reinforces the need to model both the
experimental facility and instrumentation
accurately to obtain an honest assessment of the
computer program.

When Level 1 is not considered, the overall results
of the revised assessment model are better than
those obtained with the original assessment model
compared to the experimental data.

Another interesting feature of this assessment is
the prediction of a two-phase mixture at the orifice.
This was an unexpected effect and the amount of
liquid present at the orifice significantly influenced
the transient evolution.

Comparing the results of the different interfacial
drag correlations, the accuracy of the quasi-
equilibrium void fraction predictions were judged
to be most important. The timing associated with
the level decrease is related to liquid carryover at
the orifice which is affected by other items in
addition to the bubbly and slug flow drag. The
most important of these other phenomena is the
interfacial drag on the drops in the vapor space in
the vessel. Therefore, it did not seem appropriate
to judge the bubbly and slug flow correlations
based on parameters for which other phenomena
are highly important. Using this criterion the

Kataoka-Ishii correlation is judged to the bes
however, the predictions of the quasi-equilibrium
void fractions fall within the experimental
uncertainty for all of the correlations. The
Kataoka-Ishii interfacial drag correlation wa
shown to oscillate due to flow regime oscillations
This behavior shows the need for additional wor
in smoothing the behavior of the interfacial dra
between the bubbly and slug flow regimes.

Overall, RELAP5-3D performed well for all of the
transient blowdown analyses in this stud
Specifically, the level tracking model was exercise
and performed well. Although not explicitly
shown, instabilities, similar to those discussed
Reference [3], were found in the default critica
flow model late in the transient. These oscillation
had no discernible effect on the parameters f
which experimental data existed.
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Figure 1: Schematic of the Small Vessel GE Level Swell Facility
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Figure 2: The Effect of Wall Heat Capacity on Pressure Response

Figure 3: Void Fraction Comparison at Level 1
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Figure 4: Void Fraction Comparison at Level 2

Figure 5: Void Fraction Comparison at Level 4
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Figure 6: Discharge Flow Comparison for the Different Models

Figure 7: Effect of Timestep Size on the Results of the Original Assessment Problem
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Figure 8: Effect of Interfacial Drag on Void Fraction in Level 1

Figure 9: Effect of Interfacial Drag on Void Fraction in Level 2

-0.05

0

0.05

0.1

0.15

0.2

0.25

0 20 40 60 80 100 120 140 160 180

V
oi

d 
F

ra
ct

io
n

Time (sec)

Kataoka-Ishii
Gardner

Gardner - 61
Vea-Lahey

Data

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0 20 40 60 80 100 120 140 160 180

V
oi

d 
F

ra
ct

io
n

Time (sec)

Kataoka-Ishii
Gardner

Gardner - 61
Vea-Lahey

Data



2000 RELAP5 Users Seminar
Jackson Hole, Wyoming
13

September 12-14, 2000

Figure 10: Effect of Interfacial Drag on Void Fraction in Level 3

Figure 11: Effect of Interfacial Drag on Void Fraction in Level 4
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Figure 12: Effect of Interfacial Drag on Void Fraction in Level 5

Figure 13: Effect of Interfacial Drag on Void Fraction in Level 6
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Figure 14: Long Term Void Predictions for Level 2

Figure 15: Two-Phase Level Comparison for the Different Interfacial Drag Correlations
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Figure 16: Effect of Interfacial Drag on Mass Flow at the Orifice

Figure 17: Effect of Liquid Carryover on Sonic Velocity for the Different Drag Correlations
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