Exploiting synonym relationships in biomedical named entity matching
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Abstract 

Background

Entity matching is a crucial step in named entity recognition and normalization tasks, in which the every candidate name mentioned in texts is compared to known names in lexical resources. Lexical resources popularly used in biomedical domain, for instance Entrez Gene, often provide different possible names (synonyms) of each entity. This paper indicates how to exploit the synonym relationships among the names to improve entity matching algorithms.  

Results

For evaluation purposes, the matching algorithms are used to match the human gene names mentioned in 100 MEDLINE abstracts and entity names in Entrez Gene. Experimental results have shown that our proposed method improves by 2.5-5% the F1 score over soft TFIDF that is considered as state of the art for entity matching ([1, 2]). 

Conclusions

This study presents a novel entity matching method built on top of soft TFIDF. The method takes into account the synonym relationships among names provided in popular lexical resources to improve both precision and recall.

Background 

Entity matching is the problem of determining whether different names refer to the same entity or not. This problem plays a key role in entity recognition [6] and normalization [4].  The challenge here is to examine the given texts to first recognize strings that refer to an entity type (e.g. protein or gene) and then to map recognized strings to specific instances of the entity type provided in lexical resources.


The difficulties of entity matching are due to fact that entity instances, especially in the biomedical domain, might have many variants in name while only some of these may be explicitly listed in the lexical resource.  Given this situation, strategies relying for example on exact matching might suffer from low recall [3]. Another significant problem is that different entity instances could have very similar or even exactly the same names.  This in effect might result in false positive mappings thereby effecting precision.

 
Many methods have been proposed to solve this entity matching problem. Yi et al., [7] used edit-distance at the character level to deal with the variants of protein names, for instance, “protein” and “proteins”. If the distance between two names is less than a certain threshold, the two are considered to be aliases of the same entity. Fang et al., [4] presented a method for human gene matching based on transformation rules, such as removing stop words, or replacing a word by its stem, followed by a token-based string similarity metric (TFIDF) in order to capture the variants at token level. For example the pair“A-kinase anchor protein 9” and “protein 9 kinase A anchor” have the same five tokens (words) differing only in token order. In [1,2], an extensive number of similarity metrics for entity matching tasks were compared, and a “soft” version of TFIDF, a hybrid metric at both character and token levels, was shown as the best method.

In the TFIDF approach [1,2,4], names are considered as bags of tokens (or words) that are separated by punctuations in the names.  Similarity between two names s and t is the sum of the TFIDF scores of tokens in common between s and t. The score of each common token is calculated based on two factors: frequency of the token in s and t (TF factor), and inverse frequency of names in the corpus containing this token.  The latter is the IDF factor with names viewed as pseudo ‘documents’.  There is also a “soft” version of the TFIDF approach [1,2].  Here similar tokens in two names (e.g. “homolog” and “homologue”) whose character-based similarity is greater than a certain threshold are also considered as common tokens.  


One problem in the above approach is that the TF factor is often meaningless. Because every token in a name usually appears only one time, the TF scores of all tokens are the same in most cases. For example, assume that s={“Ly-9 Human”, “T-lymphocyte surface Ly-9”, “T-lymphocyte surface antigen Ly-9”, “Ly-9”} is a set of synonymous names (referred to here as a synset) for an entity in a lexical resource.  Here the two tokens “Ly-9” and “Human” will get the same TF scores in the first name.  Notice however, that the token “Ly-9” appears in every name in the synset.  Therefore, it seems reasonable to infer that “Ly-9” is more central than “Human” for describing the entity.  To overcome this limitation, the first extension we propose is to consider the whole synset as a source of terms for the entity.  That is we propose that frequencies of tokens should be counted at the synset level, instead of individual names. Therefore, the more frequent tokens will get higher weight and they would be considered as more representative of the entity.


Another observation also motivates our research.  In biomedicine an entity name is often a concatenation of parts that occur in other names of the same entity. For example, the name t=“chemokine stromal cell-derived factor 1 alpha” has some common tokens with the name s1= “Stromal cell-derived factor 1 precursor” and other common tokens with s2=”chemokine (C-X-C motif) ligand 12”. It would be hard to recognize t as a name if it is only tested against s1 and s2 separately. But we may do better by exploiting the fact that s1 and s2 are two synonyms of the same entity.  We may then correctly recognize t using the combination of features from s1 and s2. Similarly when comparing a string with a name it may be that some portions of the string are missing from the name.  However if these appear in a synonym then this should add further support to the match. Our matching algorithm based on these observations is described next.

Proposed Entity matching algorithm – synonym-based TFIDF

* Input: candidate name: t, set of synonym names (synset): s= {s1, s2…sn}
 (t, s1 … sn are bags of tokens, and s is the union of s1 s2 … sn).
* Output: similarity between t and s
*Algorithm:
i. Calculate TFIDF score of each token w:

      V’(w, t)= log(TFw, t +1)*log(IDFw), V’(w, s)= log(TFw, s +1)*log(IDFw)



ii. Normalize the scores:

      V(w, t)= V’(w, t)/ 
[image: image1.wmf], V(w, s)= V’(w, s)/ 
[image: image2.wmf]
      V(w, si)= V’(w, s)/ 
[image: image3.wmf], (1≤i≤n)

iii. Match:


Sim(t, si) =
[image: image4.wmf]+
[image: image5.wmf],
(1≤i≤n)
(1)


Return: Sim(t, s) =
[image: image6.wmf]

 EMBED Equation.3  [image: image7.wmf]{Sim(t, si)}


In (i) TFw,t and TFw,s are the frequencies of token w in name t and synset s respectively, and IDFw is the inverse of the fraction of synsets in the corpus containing w. In (ii) V(w, si) is calculated on un-normalized TFIDF scores of tokens at the level of whole synset s (i.e. V’(w, s)), instead of the name si, in order to give higher weights to highly frequent tokens in the synset than the other ones. Besides, if t contains some tokens that are not in si but are present in other synonyms sj in s, these tokens also contribute to the similarity score for si (the last part in formulation (1)).


Similar to TFIDF in [1,2], our algorithm can also be extended to a “soft” version in order to capture variations at character level. If two tokens in t and si (or s) respectively are close enough (i.e., their character similarity is greater than a threshold θ’) then they could be considered as the same and counted in the set of common tokens. Thus we extend the formulation (1) as follows:

 SoftSim(t,si)=
[image: image8.wmf]+
[image: image9.wmf]


In the above formulation, for any sets x and y, CLOSE(x, y, θ’) is the set of tokens w(x such that there is some token  v(y: sim’(w, v)≥ θ’, and D(w,y)=
[image: image10.wmf]{sim’(w, v)}, in which sim’ is a character-level similarity metric. If θ’ is set equal to one, the “soft” version becomes the “hard” version. In the experiments, we chose Jaro-Winkler [2] as character-level similarity, and θ’= 0.95.
Results

Methodology and data

We use the dataset of human gene names extracted from 100 MEDLINE abstracts which is provided by BioCreativeII-task 2 (Gene normalization) [8].  The names are compared with the set of synonyms of each entity in Entrez Gene that is provided.  We test both the “conventional” soft TFIDF from [1,2] and our proposed soft synonym-based TFIDF matching algorithms.  If the highest similarity score is more than a certain threshold θ, the name is matched with the corresponding entity, otherwise the name is unmatched. The value of θ controls the trade off between precision and recall for both methods.

Experimental results

Figure-1 presenting our results indicates that our soft synonym-based TFIDF always performs better than the conventional soft-TFIDF. Figure-1(a) reveals the trade off between precision and recall of both methods when the threshold value (θ) varies from 0.8 to 0.975. In F-1 measure, the proposed method is 2.5-5% higher than soft-TFIDF (Figure-1(b)). The soft TFIDF achieves the highest F-1 of 80% (precision is 80.7% and recall 79.34%). The soft synonym-based TFIDF achieves the highest F-1 of 83% (precision is 81.5% and recall is 84.59%).  These results are encouraging.

Error analyses

The errors in our method could be categorized into two types. The first one is because similarity between the name in MEDLINE abstracts and the corresponding synset in Entrez Gene is less than the threshold. The second type is when the similarity is greater than the threshold but still less than the similarity between this name and some other synset. As an example when threshold is 0.8, 48% of errors in soft synonym-based TFIDF method are in the first type. And 52% of errors are in the second one.  Of these 52%, in 30% of the cases the right synset is among the top three in similarity scores.  These closes cases are the ones we will tackle immediately. 
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Figure 1 – Proposed method v.s. soft TFIDF
Conclusions 

We propose a novel entity matching algorithm that is built on top of the soft TFIDF method presented in [1,2]. Our algorithm overcomes the limitation of the soft TFIDF in calculating TF factor by counting the token frequency at the synset level. It also recognizes name occurrences that partially match with several different synonymous names of an entity. As we show these extensions can improve both precision and recall.  Error analysis indicates potential directions for further work.  


In future work we also plan to embed the matching algorithm in probabilistic models that are widely used for named entity recognition tasks. Our previous work [5] has also indicated the advantages of synonym relationships in estimating probabilities in a probabilistic model. Therefore combined approaches are a natural next step.  
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