
NFS Vector Support - Write Performance
FFSB Benchmark, Direct I/O, Khoa's Setup

KVM Guest = 2 vcpus, 4GB, cache=none, RAW vdisk; KVM Host = 16 cpus, 12GB

Storage Node = GPFS 3.4.0-2 
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Early NFS Vector Support Patches Early NFS Vector Support Patches + Range Sync (RHEL6.1)

Early NFS Vector Support Patches + NFS_FILE_SYNC (RHEL6.1) RHEL6.2 NFS vector support w/o Linearized QEMU

RHEL6.2 Linearized QEMU


