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Introduction
This documents explains how to configure Sybase® Adaptive Server® Enterprise to support High Availability in the Red Hat Cluster Suite (RHCS) in Red Hat Linux 5.0.
Document Conventions

Certain words in this document are represented in different fonts, styles, and weights. This highlighting indicates that the word is part of a specific category. The categories include:
· Courier font

Courier font represents commands, file names, directory paths, and prompts. 

When shown as below, it indicates computer output: 

Desktop       about.html       logs      paulwesterberg.png

Mail          backupfiles      mail      reports
· bold Courier font 
Bold Courier font represents text that you are to type, such as: service jonas start 

If you have to run a command as root, the root prompt (#) precedes the command: 

# gconftool-2
· italic Courier font 
Italic Courier font represents a variable, such as an installation directory: install_dir/bin/ or $SYBASE
· bold font 

Bold font represents application programs and text found on a graphical interface. 

When shown like this: OK, it indicates a button on a graphical application interface. 
Software Requirements and Assumptions
· Red Hat Cluster Suite (Red Hat 5.0 with RHCS 5.0)

· We assume that you have read the guide Red Hat Cluster for Red Hat Enterprise Linux 5 before reading this document.
· Adaptive Server Enterprise 15.0 and later, both 32 and 64 bit
Overview

This document will help you configure Adaptive Server Enterprise 15.0 HA support for the Red Hat Cluster Suite (RHCS). Current support is only for Active-Passive HA, which means there are more than 2 nodes in the HA cluster. The service is always running on the “Primary node”. The other node, which is called “Secondary node,” has no service running. If the primary server fails, the service will be relocated to the secondary server automatically. The original primary server becomes the secondary server and the original secondary server becomes the primary server. 
Adaptive Server Enterprise 15.0 HA support for RHCS is implemented using the user-defined resource agent ASEHAagent, which is implemented by Sybase. The ASEHAagent is used to start, stop, and monitor the Adaptive Server. The ASEHAagent will automatically relocate to the other node if the Adaptive Server fails or stops functioning properly.
The procedures described in this document are based on a sample configuration that corresponds to the following illustration:
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Figure 1 – Sample Configuration
In the preceding illustration, there are two nodes in the cluster—xarhcs1.sybase.com and xarhcs2.sybase.com. In this cluster, only one service will run: SYBASE.
The “SYBASE” service contains three resources:

· Floating IP Address: 10.42.97.189.

· A GFS named “sybase_data” used to store the database devices. This GFS is mapped to the shared device /dev/myvg/myvol1 that is mounted to /data. See the guide Red Hat Cluster for Red Hat Enterprise Linux 5 for instructions on configuring the GFS.
· An ASEHAagent named “mysybase.”
Because the default start sequence satisfies our requirement, there is no dependency between the three resources. And, since there is only one service—"SYBASE"—running in the cluster, you will set all resources as private resources. If you have special requirements for resource dependency, refer to the guide Red Hat Cluster for Red Hat Enterprise Linux 5 for instructions on how to add a child resource in the service configuration window. If there are multiple services running in the cluster and these services will share some resources, please refer to the document about how to add a shared resource.
In summary, the following illustration shows the resource relationships.
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Figure 2 – Resource Relationships
For the above configuration, all device files must be put into /data directory, which is on a global/shared device. ASE150HA is the configured data server. 

Note: Adaptive Server Enterprise 15.0 can be installed on either a local file system or a global/shared file system, depending on your specific requirements. If you install Adaptive Server Enterprise into a global/shared file system, it should also be put under control of a service.
Failback In An Active-Passive Configuration

You can relocate the Adaptive Server resource group back to the primary node when the node recovers and can successfully host the resource group. Failback in an active-passive configuration is the same as failing over to the primary node; stopping Adaptive Server and its resources on the current node, then relocating and starting Adaptive Server and its resources on the primary node. Failback is not required, but can be done solely for administration purposes. If failback is not performed, the recovered primary node acts as the secondary node until another failover occurs.

Clients In An Active-Passive Configuration
Generally, when failover or failback occur, all existing client connections are lost. Clients do not perceive any difference between failback and failover, and the connection failover happens the same way in both cases. However, client connection failover may happen differently when the client connection to Adaptive Server is either an HA connection or non-HA connection.

· HA connections are set in the connection handle using the CS_HAFAILOVER property and in the interfaces file using the hafailover entry. For clients that use the HA connection, failover is transparent, which means that broken connections are automatically re-established when the Adaptive Server restarts on the secondary node. However, the client must resubmit any uncommitted transactions.
· Non-HA connections are regular connections and do not reconnect automatically. With non-HA connections, the client must re-establish the connection to Adaptive Server explicitely, then resubmit uncommitted transactions. 

For more information see the Pre-configuration Tasks section of this document, Step 3, “Configuring the interfaces file on the client side.” 
Pre-configuration Tasks

Verify that the following pre-configuration tasks have been completed before you configure Adaptive Server Enterprise HA support for the Red Hat Cluster Suite.
Prepare Adaptive Server Enterprise for Configuration
1. Install Adaptive Server Enterprise.
You can install Adaptive Server on a global file system or on the local file systems of all the primary and secondary nodes.
· Installation on a global file system – the advantage of installing Adaptive Server Enterprise on a global file system is that you only maintain a single server installation. However, you must install the Adaptive Server on a global file system that is managed by GFS or NFS resources in the service so that the installation directory $SYBASE also moves to the secondary node in the case of failover.
· Installation on a local file system – the installation directory $SYBASE must have the same directory path on all the primary and secondary nodes. If different nodes have the $SYBASE release directory in different locations, create a directory with the same path on all primary and secondary nodes that serves as a symbolic link to the actual $SYBASE release directory paths. 

For example, if the release directory on node1 is /usr/sybase1 and the release directory on node 2 is /usr/sybase2, you can create a /sybase link on both nodes 1 and 2 to the actual $SYBASE release directories. On node 1, /sybase is a symbolic link to /usr/sybase1, and on node 2 /sybase is a symbolic link to /usr/sybase2. Therefore, the value of $SYBASE points to the same path on both the primary and secondary nodes. 
Note: In the sample environment configuration provided in this document, the directory on both nodes is /sybase. Therefore, the symbolic link is unnecessary.
· The contents of $SYBASE must be consistent on all the primary and secondary nodes:
· Contents of files such as RUNSERVER, interfaces, SYBASE.sh, the server configuration file <servername>.cfg, and so on, must be consistent.
· Upgrades and patches must be consistently applied.
2. Pass the environment to Adaptive Server.
Specify the environment you want passed to the Adaptive Server in the SYBASE.sh file. This file is run in the HA agent scripts, so you must protect the file from unauthorized access and ensure that only “root” has read, write, and execute permissions.

The HA agent looks for the file in $SYBASE or as specified in the Adaptive Server resource property Environment_file. The HA agent may not behave as expected if SYBASE.sh is not available.

Note: The SYBASE.csh file is not supported.

3. Verify configuration parameters.
To set up Adaptive Server Enterprise for the active-passive configuration, you must set the enable HA configuration parameter to 2. By default, enable HA is set to 0 (zero).

To set enable HA to 2, enter the following command at the command line:
sp_configure “enable HA”, 2

You must restart Adaptive Server for this parameter to take effect. 

See the Sybase Adaptive Server Enterprise System Administration Guide: Volume 1 for information about enabling configuration parameters.

4. Add thresholds to the master log.
If you have not already done so, you must add a threshold to the master log. 

a. Define and execute sp_thresholdaction on the master database’s log to set a threshold on the number of pages that can remain before a dump transaction occurs. Sybase does not supply the sp_thresholdaction procedure. See the Sybase Adaptive Server Enterprise System Administration Guide: Volume 1 and the Adaptive Server Reference Manual: Procedures for information about creating this system procedure.
b. Place thresholds on the master log segment so it does not fill up:

sp_addthreshold "master", "logsegment", 250, sp_thresholdaction
c. Restart Adaptive Server for this static parameter to take effect.

5. Add the ase_login_file.
Create or edit the file ase_login_file that contains the Adaptive Server login information of the System Administrator. The file consists of only one line that contains the administrator user login and password.
login_type <tab> login_string
The only valid value for login_type is normal. The value for login_string is in the form sa/password. An following text is an example of an ase_login_file:
normal <tab> sa/sa-password

Note: The ase_login_file should be protected. After editing the file with proper values, make the file readable to the “root” user:


chmod 400 ase_login_file
chown root ase_login_file
chgrp sys ase_login_file
6. Add an entry for Adaptive Server to the interfaces file.
You must maintain an interfaces file on both the server side and client. The host name you specify in the interfaces file for the Adaptive Server entry must be a logical host name or a floating IP address that can be moved between the primary and secondary nodes.
· Configuring the interfaces file on the server side

Modify the interfaces file for the server entry to use a floating IP address or logical host name. Do not include the retry and timeout options for the server entry on the server-side interfaces file. The following test is an example of the server-side interfaces file using the logical host name “loghost.”

ASE150HA
master tcp ether loghost 4010
query tcp ether loghost 4010
Make sure that the logical host name is accessible on all primary and secondary nodes by properly updating the /etc/hosts or NIS hosts map and the /etc/nsswitch.conf files.

Note: To avoid unnecessary dependency on the NIS server in a cluster environment, it is recommended that you use a local /etc/hosts file instead of using the NIS hosts map. Modify the /etc/nsswitch.conf file appropriately.
For example, the /etc/hosts file for the setup in Figure 1 looks like this:

#
#internet host table
#
10.42.97.43 xarhcs1.sybase.com
10.42.97.44 xarhcs2.sybase.com
10.42.97.189 loghost

The hosts entry in the /etc/nsswitch.conf file looks like this:

hosts: files nis dns

· Configuring the interfaces file on the client side
Client connections can be either HA connections or non-HA connections. Regardless, client connections require that:
· You specify large enough values for the retry and timeout options in the interfaces file. When you determine these values, allow for failover delays, such as starting Adaptive Server on the secondary node, recovery time, and for multiple node failures. Note that the Adaptive Server resource group tries to fail over until it finds a secondary node that can successfully host the resource group.

· The logical host name is accessible form the client machine.

· Non-HA connections

Non-HA connections are regular connections that do not include either the hafailover entry set in the interfaces file or the CS_HAFAILOVER property set in the client connection. When these connections are lost, clients must be able to reconnect to the Adaptive Server after failure. To re-establish the connections, clients must retry enough times, or wait long enough between retries, until failover completes and Adaptive Server is running on the secondary node.

To reconnect to the server, clients can use the retry and timeout options in the interfaces file or the corresponding connection properties. In the following interfaces file example, the retry count is 10 and the timeout delay between each retry is 20 seconds:

ASE150HA 10 20

master tcp ether loghost 4010

query tcp ether loghost 4010
· HA connections

HA connections are made with:

· The CS_HAFAILOVER property set at the connection or context level (equivalent to the -Q option of isql).

· The hafailover entry in the interfaces file, which must point to the Adaptive Server to be contacted in case of failover. In an active-passive configuration, clients must self-reference the hafailover entry because they reconnect to the same Adaptive Server after failover. That is, the clients must set the same server name as the hafailover server in the interfaces file because the same Adaptive Server is rebooted on the secondary node.

For example, the Adaptive Server entry in the example above can be self-referenced as:

ASE150HA 10 20

master tli tcp loghost 4010

query tli tcp loghost 4010

hafailover ASE150HA

For more information about configuring client connections with the failover property, see Appendix C, “Open Client Functionality in a Failover Configuration,” in the Sybase Adaptive Server Enterprise guide Using Sybase Failover in a High Availability System.
Prepare the RHCS Subsystems for Configuration

7. Install the Red Hat Cluster Suite (RHCS).
Install the RHCS on all nodes using the instructions in the Red Hat-provided installation document. 
8. Start the cluster services.
Before you start to configure the HA services, start the cluster services on all nodes in the cluster. Cluster services include: cman, clvmd, gfs, and rgmanager.

a. Use the following command to check the status of the Cluster Manager (cman). 

/sbin/service cman status 

If cman is running on current node, the output will be:

cman is running

If CMAN is not running on current node, the output will be:
ccsd is stopped

In this case, you need to start the service using:


/sbin/service cman start 

b. Use the following command to check the status of the Cluster Logical Volumes Manager Daemon (clvmd). 

/sbin/service clvmd status 

If clvmd is running on current node, the output will be:

clvmd is running

If it is not running on the current node, the output will be:
clvmd is stopped
In this case, you need to start the service using:
/sbin/service clvmd start 

c. Use the following command to check the status of the Global File System (gfs). 

/sbin/service gfs status 

If gfs is running on current node, the output will be:
Active GFS mountpoints:
…

If gfs is not running on the current node, there will be no output. In this case, you need to start the service using:

/sbin/service gfs start 

d. Use the following command to check the status of the Cluster Resource Group Manager Daemon (rgmanager). 



/sbin/service rgmanager status 

If rgmanager is running on the current node, the output will be:

clurgmgrd is running

If rgmanager is not running on current node, the output will be:
clurgmgrd is stopped
In this case, start the service using:
/sbin/service rgmanager start 

9. Check the ASEHAagent.
Verify that the ASEHAagent exists under /usr/share/cluster. The file should be set to execute only for the user with “root” privilege: 

-rwxr-xr-x 1 root root 31957 Oct 17 18:36 ASEHAagent.sh
Warning: If the ASEHAagent file does not exist, the HA service will not work.
10. Configure the cluster.
Before configuring the HA service, you need to first configure a cluster. This document assumes that a cluster has been configured before you start to configure the HA service:

· The node members are:

xarhcs1.sybase.com
xarhcs2.sybase.com

· A fence device “sybase_fence” has been configured to this cluster.

· A failover domain “sybase_failover” has been configured to this cluster. The failover domain includes both the nodes and has no priority order and restriction. 

See the guide Red Hat Cluster for Red Hat Enterprise Linux 5 for instructions on how to configure a cluster, and how to add a fence device and failover domain to a cluster.
Because there are no other services running in the sample cluster, you do not to add any shared resources in the configuration in this guide. If you have resources that will be used for other services within the same cluster, set them as “shared” resources, and refer to the Red Hat Cluster for Red Hat Enterprise Linux 5 documentation for instructions.
Configuration Tasks
Configure the Service
Note: All configuration must be done with the “root” privilege.

There are three ways to configure a service in an existing cluster:

· GUI tool

· Web tool “luci”

· Command line

This document only explains how to configure a HA service using the GUI tool. For information about using the other 2 methods, see the Red Hat guide Cluster Administration.
11. Start the Cluster Configuration tool by logging in to a cluster node and run system-config-cluster at the command line. For example: 
$  ssh -Y root@nano-01
  .

  .
# system-config-cluster
12. In the Cluster Configuration window, select Services in the left pane, then click Create a Service the right pane.
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Figure 3 – Cluster Configuration window
The Add a Service dialog box displays.


Figure 4 – Add a Service dialog box

13. Enter SYBASE in the Name field and click OK. The Service Management window opens.



Figure 5 – Service Management window

14. Click the Failover Domain drop-down list and select sybase_failover.

15. Verify that Autostart This Service is selected and that the Run Exclusive option is not selected. 
16. In the Recovery Policy section, select Relocate, which allows the service to relocate to other nodes in the failover domain if the service fails on the current node.
17. Add resources to the service.
You add resources to the service using the Service Management window.
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Figure 6 – Service Management window
This window allows you to add new or additional resources for existing services by clicking one of these buttons:

· (1) Create a New Resource for This Service – use this button to add a new “private” resource for a service. The resource must have no dependencies on other resources and cannot be used for other services in same cluster.
· (2) Add a Shared Resource to This Service – use this button add an existing resource and a “shared” resource for a service.
· (3) Attach a New Private Resource to This Selection – this button is enabled only if you select a resource from the Service Resource List in the Service Management window. Use this button to add a new private “child” resource to an existing resource. The child resource will always start after the parent resource has started, which means that the child resource is dependent on the other parent resource. Because this resource is a private resource, it cannot be used by other services in same cluster.
· (4) Attach a Shared Resource to This Selection – this button is enabled only if you select a resource from the Service Resource List in the Service Management window. Use this button to add an existing shared resource to another existing resource. The shared resource would have been added in the Cluster Configuration window that is shown below the description of button 2. This new resource will be the child resource of the existing shared resource, and will always start after the parent resource has started. The new resource will have a dependency on the existing shared resource. However. this resource can be used by other services in same cluster.

All four buttons open different windows. For example, buttons 1 and 3 open the Resource Configuration dialog box:
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Figure 7 –Resource Configuration window
Buttons 2 and 4 bring up a different dialog box where you select a shareable resource.
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Figure 8 – Shared Resource Selection window
The resources listed in the preceding window were added in the Cluster Configuration window. More information, refer to “Adding shared resources to a cluster” in the chapter “Configure Cluster”.
Before you configure resources for a service, you must be clear about the relationships between all resources that you want to configure:

· What resources will be configured?

· Will each configured resource be used in only one service or for other services? 

· If the resource is used for only one service, the service should be set as a “Private Resource.” If the resource will be used for other services within the same cluster, it should be set as a “Shared Resource.”

· For each resource, does a dependency exist on other resources? For example, if resource “A” can start only after resource “B” has started, set resource “B” as the child of resource “A”. 
The resources have different start sequence. The default sequence is:

a. File system

b. IP Address

c. Script

d. User-defined resource agent

For example, if you have two resources "File System" and "IP Address” and there is no dependency between them, IP Address will always start after File System. 

If you need to change the start sequence of resources or you need to point out the start sequence explicitly, you could set the resource which is started later as the child resource of the resource which is started first. For example, if you need IP Address to start before File System, you would set File System as the child resource of IP Address. 
18. Add an IP Address resource. 
Open a new Resource Configuration window and select IP Address from the Select a Resource Type drop-down list. The dialog box contents change, as shown in the following figure.
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Figure 9 – IP Address Resource Configuration
19. In the IP Address Resource Configuration section, enter an IP Address. This IP address is the floating IP for all nodes in the failover domain and can be used directly in the interfaces file.
Optionally, you can use the logical hostname by mapping it to the floating IP address manually:
a. Make sure the logical hostname is accessible on all primary and secondary nodes by updating the /etc/hosts file on all nodes. 
b. In each /etc/hosts file on each node add an entry mapping the floating IP address to the logical host name. For example:
loghost
c. When you make this entry, be sure to substitute “10.42.97.189” with the actual floating IP address, and substitute “loghost” with the actual logical host name.
d. Verify that this entry has been made in the /etc/hosts file on all client machines that want to access Adaptive Server.
Select the Monitor Link option to allow RHCS to monitor the link status, then click OK. You return to the Service Management window.
20. Add the sybase_data resource. Open a new Resource Configuration window and select GFS from the Select a Resource Type drop-down, then complete these fields:
· Name –enter sybase_data.

· Mount Point – enter /data.

· Device – enter the volume on which the database device files. For example, “/dev/myvg/myvol1”, but substitute the actual location of your volume.

· Options – enter any mount point options, including rw (read-write).
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Figure 10 – GFS Resource Configuration

· Leave the File System ID field blank.

· Select or unselect Force Unmount, depending on your configuration.

· Click OK.
21. When the Service Management window reopens, you can see a list of the resources that you created. Click Close.
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Figure 11 – Cluster Management tab
22. Save the configuration. Choose File | Save on the Cluster Management menu bar to save the SYBASE service and close the Cluster Configuration tool.
23. Add ASEHAagent to the resource list using a text editor.
ASEHAagent is the Sybase defined resource agent. It implements the HA service of Sybase Adaptive Server Enterprise. Since ASEHAagent is not a system-embedded resource agent, you must add it to the service manually. Open the file /etc/cluster/cluster.conf and make the following changes in a text editor:
e. Increase the config_version by 1. For example, if the original version is 20, increased it to 21.
f. In the <resource> block, add the instance of ASEHAagent; for example:
<ASEHAagent name="mysybase" sybase_home="/sybase"  sybase_ase="ASE-15_0" sybase_ocs="OCS-15_0" server_name="ASE150HA" login_file="/home/jphui/ase_login_file" interfaces_file="/sybase/interfaces" sybase_user="jphui" shutdown_timeout="90" start_timeout="90" deep_probe_timeout="60"/>

In the above example, all nodes can access the Sybase product from /sybase. If you have different path, please customize the entries to fit your specific setup. 

Use the following table, which lists the actual ASEHAagent parameters, to configure your own ASEHAagent resource in /etc/cluster/cluster.conf.
	Parameter
	
Description

	Type
	Required

	Name
	The instance name of the resource agent “ASEHAagent”, which can be any valid string.
	String
	Yes

	sybase_home
	The home directory of Sybase products (this is the same value as the $SYBASE variable).

This value must be the full path and must be same for all nodes in the service.

More information, refer to “Install Adaptive Server Enterprise on page 8.
	String
	Yes

	sybase_ase
	The directory name under sybase_home where Adaptive Server Enterprise is installed; for example, ASE-15_0.
	String
	Yes

	sybase_ocs
	The directory name under sybase_home where the Open Client/Server™ product is installed; for example, OCS-15_0.
	String
	Yes

	server_name
	The Adaptive Server Enterprise server name that is configured for the HA service.
	String
	Yes

	login_file
	The full path of the login file that contains the login and password pair.
For more information, refer to “Adding the ase_login_file” on page 11.
	String
	Yes

	interfaces_file
	The full path of the interfaces file that is used to start and access the Adaptive Server Enterprise server.

For more details, refer to the section “Add an entry for Adaptive Server to the interfaces file.

You must maintain an interfaces file on both the server and client. The host name you specify in the interfaces file for the Adaptive Server entry must be a logical host name or a floating IP address that can be moved between the primary and secondary nodes.

	String
	Yes

	sybase_user
	The UNIX login of the user who has the permissions to run the  Adaptive Server Enterprise server.
	String
	Yes

	shutdown_timeout
	The maximum time (in seconds) to wait for the Adaptive Server Enterprise server to shut down before killing the process directly.
	Integer
	Yes

	start_timeout
	The maximum time (in seconds) to wait for an Adaptive Server Enterprise server to start before determining that the server has failed to start. Set this value to a reasonable, maximum amount of time that it should take for all databases to come online, considering the worst case scenario when a machine is fully loaded. This value is also used as the maximum time allowed to wait for failover and failback to complete.
	Integer
	Yes

	deep_probe_timeout
	The maximum time (in seconds) to wait for the response of ASE server before determining that the server had no response while running a deep probe.
	Integer
	Yes


24. Save the file in the text editor. The configurations are saved in the file /etc/cluster/cluster.conf, which should look like this:
<?xml version="1.0"?>

<cluster alias="sybase" config_version="49" name="sybase">

        <fence_daemon clean_start="0" post_fail_delay="0" post_join_delay="12"/>

        <clusternodes>

                <clusternode name="xarhcs1.sybase.com" nodeid="1" votes="1">

                        <fence>

                                <method name="1"/>

                                <method name="2">

                                        <device name="qlogicSAN" port="4"/>

                                </method>

                        </fence>

                </clusternode>

                <clusternode name="xarhcs2.sybase.com" nodeid="2" votes="1">

                        <fence>

                                <method name="1"/>

                                <method name="2">

                                        <device name="qlogicSAN" port="0"/>

                                </method>

                        </fence>

                </clusternode>

        </clusternodes>

        <cman expected_votes="1" two_node="1"/>

        <fencedevices>

                <fencedevice agent="sybase_fence" ipaddr="10.22.107.96" login="admin" name="qlogicSAN" passwd="******"/>

        </fencedevices>

        <rm>

                <failoverdomains>

                        <failoverdomain name="sybase_failover" ordered="0" restricted="0">

                                <failoverdomainnode name="xarhcs1.sybase.com" priority="1"/>

                                <failoverdomainnode name="xarhcs2.sybase.com" priority="1"/>

                        </failoverdomain>

                </failoverdomains>

                <service autostart="1" domain="sybase_failover" name="SYBASE" recovery="relocate">

                        <ip address="10.22.107.92" monitor_link="1"/>

                        <clusterfs device="/dev/myvg/myvol1" force_unmount="0" fsid="65252" fstype="gfs" mountpoint="/qygfs2" name="sybase_data" options=""/>

                        <ASEHAagent deep_probe_timeout="60" interfaces_file="/sybase/interfaces" login_file="/usr/u/jphui/login_file" name="ase150ha" server_name="ASE150HA" shutdown_timeout="90" start_timeout="90" sybase_ase="ASE-15_0" sybase_home="/sybase/ASE1502" sybase_ocs="OCS-15_0" sybase_user="jphui"/>

                </service>

        </rm>
</cluster>
25. Update and apply the new configuration.

On the node configured in the previous steps in the cluster, run the following commands to update the new cluster configuration and deploy the new configuration to all nodes:

/sbin/ccs_tool update /etc/cluster/cluster.conf

/usr/sbin/cman_tool version -r <config_version>

The <config_version> number is located in the file /etc/cluster/cluster.conf.

Note: Each time you modify the /etc/cluster/cluster.conf file, you must modify the <config_version> number in the cluster.conf file and repeat Step 15 to update and apply the configuration.
When the configuration is applied successfully, messages display confirming the successful configuration. If applying the configuration fails, check the file and redo the preceeding procedures.
Test the configuration
26. Use /usr/sbin/rg_test to verify that the configurations are correct: Enter the following at the command line:
/usr/sbin/rg_test test /etc/cluster/cluster.conf start service SYBASE
If nothing is wrong, the following messages print: 
    Running in test mode.
Starting sybase...
       <debug>   ASEHAagent: Start 'verify_all'
    <debug>   ASEHAagent: End 'verify_all' successfully.
    <debug>   ASEHAagent: Start 'ase_start'
    <info>    ASEHAagent: Server is running. Start is success.
27. Use the ps command to see if the Adaptive Server process is running. If the process is not running, there may be a problem; enter this command. 

/usr/sbin/rg_test test /etc/cluster/cluster.conf stop service SYBASE

You should see the following messages:

Running in test mode.
Stopping sybase...
<debug>   ASEHAagent: Start 'verify_all'
<debug>   ASEHAagent: End 'verify_all' successfully.
<debug>   ASEHAagent: Start 'ase_stop'
<debug>   ASEHAagent: Start 'kill_ase'.
<debug>   ASEHAagent: End 'ase_stop'.

If the above tests failed, check the default cluster log file /var/log/messages, and the Adaptive Server error log files.
Note: Although the default cluster log file of cluster is /var/log/messages, you can redirect the logs to other file. See the Red Hat Cluster Administration guide for instructions on redirecting log files.
The Adaptive Server error log is always $sybase/$sybase_ase/install/$server_name.log. 

Do not remove this file or clear the file’s content before stopping the service. See the section The $sybase, $sybase_ase, and $server_name values refer to the section “Add ASEHAagent to service”.
Service Management
After configuration, you are able to enable, disable, restart, and relocate the service. Same as configuration, there are three ways to manage the service:

a. GUI tool

b. Web tool “luci”

c. Command line

This document only provides instructions for managing the service using the GUI tool. For instructions on managing the service using the Web tool “luci” or from the command line, refer to the Cluster Administration of Red Hat .

28. Run system-config-cluster from a command line. 
While starting the Cluster Status Tool window, you may see the following warning:
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Figure 12 - XML Error Message
Click OK to ignore the warning. This warning occurs because the ASEHAgent is not a system-embedded resource agent like netfs, which is irrelevant for this implementation. The effect is that you can not configure the service using system-config-cluster any more. But the service status management function is not affected. You can still enable, disable, and restart the service from the Cluster Status tool window. 
You see the following window:

[image: image14.png]Cluster. Configuration.

File Help

Cluster Configuration | Cluster Management

Cluster Name: sybase

Status: Cluster Member  On Member: xarhcs.sybase.com
Members
Name Votes  Status

2007-07-30

2007-07-30

Services

Y 0 ®

Enable Disable Restart

Service Name State Owner Previous Owner Restarts

servic

ybase started xarhcsl sybase.com xarhcsl.sybase.com 0

iphui@xarhcs1:home/jphui





Figure 13 – Cluster Management
The Cluster Management window lets you monitor the service’s status, and the icons in the Services section allow you to enable, disable, and restart a service.

· Enable – click this icon to enable a disabled service. After enabling the service, you should see the status of the service become “Started”. 
Note: If the status is “Failed”, check the cluster log file and Adaptive Server log. You must first disable the service before you enable it again.

Once the service has started, you should see the following messages from the cluster log file on the node on which the service is running:

Oct 25 03:43:04 xarhcs1 clurgmgrd[17048]: <notice> Service service:SYBASE is recovering

Oct 25 03:43:09 xarhcs1 clurgmgrd[17048]: <notice> Service service: SYBASE is now running on member 1

Oct 25 07:29:00 xarhcs1 clurgmgrd[17048]: <notice> Starting disabled service service: SYBASE

Oct 25 07:29:00 xarhcs1 clurgmgrd: [17048]: <info> Adding IPv4 address 10.42.97.189 to eth0

Oct 25 07:29:04 xarhcs1 clurgmgrd: [17048]: <info> ASEHAagent: ASE server 'ASE150HA’ started successfully.

Oct 25 07:29:04 xarhcs1 clurgmgrd[17048]: <notice> Service service:sybase started

· Disable – click this icon to disable the running service. In the cluster logs, you should see these messages:
Oct 25 07:32:24 xarhcs1 clurgmgrd[17048]: <notice> Stopping service service:SYBASE

Oct 25 07:32:29 xarhcs1 clurgmgrd: [17048]: <info> ASEHAagent: ASE server 'ASE150HA' shutdown with isql successfully.

Oct 25 07:32:29 xarhcs1 clurgmgrd: [17048]: <info> Removing IPv4 address 10.42.97.189 from eth0

Oct 25 07:32:30 xarhcs1 bash: [24177]: <info> ASEHAagent: This monitor script has been signaled to terminate
Oct 25 07:32:39 xarhcs1 clurgmgrd[17048]: <notice> Service service: SYBASE is disabled

· Restart – clicking this icon to restart the service on the current node on which the service is running. If the service is running, RHCS will stop the service first, then start it.
· Relocate – for active-passive HA service, there is no difference between failover and failback. Sometimes, for administration purpose, you may need to relocate the service to another node manually. Shut down the Adaptive Server using isql. The service will be relocated to another node after couple of seconds delay.

Note: If you see the error message “Because this node is not currently part of a cluster, the management tab for this application is not available." while running system-config-cluster, verify that cman is running. If not, restart the cluster and verify /sbin/cman_tool exists. If not, create a symbolic link by entering this command:

ln –s /usr/sbin/cman_tool /sbin/cman_tool
If the service status is “Failed”, check the error log /var/log/messages. If you redirected the log messages to another file, check that file.
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