I investigated one of the hazard log file (1013-fail/log.092438) you sent us.

I can see one mkfs process which did not make progress in the log file.

Following is last log for that mkfs process

3113.68119.5:mkfs -q -L hazard -M /diskfs/ext2/did00090 -b 1024 /dev/sdao1 9394670 2>&1

This mkfs is running against scsi disk sdao, partition 1.

Looks like this process is hung.

 

Following log indicates that there are other processes running on partition2

of the same disk. This process is making progress. 

=========

2189.68154.5:start = 89201+0; length = 104-0; t = 279; dsf = /dev/sdao2
2189.68435.1:STAT +RawMbytes 7.973 +RawReads 158 +RawWrites 156
2189.68435.5:stop: count = 78; e = 0; t = 281
2189.68435.1:STAT =RawSpIO 0.895
2189.68437.5:start = 5636+0; length = 224-0; t = 267; dsf = /dev/sdao2

========

 

    This indicates that the command path to this scsi disk and the scsi host are

not blocked. So the mkfs is blocked in some upper layers ( block layer/ files system layer).

Looks like lpfc driver state for this scsi disk is good.

 

Next steps:

=========

I would recommend following actions

1) Verify if this mkfs process is hung using ps command and strace command. This is

    is to make sure that hazard is not reporting a false failure.

 

2) Dump stack trace of all the threads in kernel and check where the mkfs is hung.

