Opening a follow-up issue on Installed Operators page and details flow
Description:

On the Installed Operators page and Roles and Role Bindings pages we would like to
make a few minor changes to improve the user experience.

e A - Grey text for All Namespaces should be black text on Installed Operators
page

As labeled on wireframe, under the Managed Namespaces column the All
Namespaces text should be changed to black text.

e B - Make links to Namespaces clickable in popover.

In this use case we see there are multiple Namespaces per Operator
under the Managed Namespaces column; in this example we see 2
Namespaces in the field. The current functionality allows the user to click
into the popover and see the associated Namespaces. The change we
would like to make is to make the Namespaces in the popover clickable to
take the user to the Namespace details page.

e C - Grey text for All Namespaces should be black text on Operator Details page

As labeled on the wireframe, on the Operator Details page under the
Managed Namespaces field the All Namespaces text should be changed
to black text.

On Roles and Role Bindings pages:

e D -on Roles & Role Bindings pages Namespace column update “all” to say “All
Namespaces”
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Before you start
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