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As newer supercomputers continue to increase the number of
threads, there is growing pressure on applications to exploit more
of the available parallelism in their codes, including coarse-,
medium-, and fine-grain parallelism. OpenMPi is one of the
dominant shared-memory programming models and is well suited for
exploiting medium- and fine-grain parallelism. OpenMP research
has focused on application tuning, compiler optimizations,
programming-model extensions, and porting to distributed-memory
platforms; however, we have found that current algorithms used to
implement basic OpenMP constructs have significant overheads
and scale poorly. In this paper, we explore low-overhead, scalable
algorithms for creating parallel regions and demonstrate reductions
in overhead of up to a factor of 5 on an IBM Blue GeneA/Q node.

Introduction
Current trends in computer architecture for highly scalable
parallel machines are pointing toward large numbers of
energy-efficient cores that are used as building blocks for
large shared-memory nodes on a single chip or multichip
module. Nodes such as those found on the IBM Blue
Gene*/Q supercomputer are designed with upwards of
64 threads per node. In order to efficiently use such
thread-rich computing environments, the parallel processing
community has worked hard to unleash parallelism in
applications of interest.
Today’s applications targeting large parallel machines

exhibit a wide range of parallelism constructs. Although there
is no single parallel programming model, one model that
is frequently used is as follows. At the highest level,
coarse-grained parallelism is typically exploited using
Message Passing Interface (MPI) [1] programs that explicitly
communicate via messages. MPI processes are typically
found across nodes, but nowadays multiple MPI processes
also coexist within single shared-memory nodes.
Medium-grained parallelism is often found in the outermost
loops of a single MPI process and use shared memory
within a node to communicate values between the phases of
parallel computations. OpenMP** [2] is one of the most
prevalent paradigms at this level, along with Unified Parallel
C (UPC) [3] and explicitly threaded programs [4]. Fine-grain

parallelism is typically found within the innermost loops of
an application, with loops having from a few tens to a few
hundreds of iterations. Nested parallelism with OpenMP
is one of the predominant programming models at this level.
A significant fraction of OpenMP research is dedicated

to efficiently encoding applications with OpenMP constructs
and more recently with hybrid MPI/OpenMP constructs
[5, 6]. Another significant effort aims at extending the
programmability of OpenMP [7–9] and porting its
programming model to platforms [9–14] other than uniform,
shared-memory architectures. A third significant effort
aims at better integrating traditional and OpenMP-specific
compiler optimizations within the OpenMP framework
[15–23]. However, we have found scant work on techniques
to efficiently implement the basic OpenMP constructs such
as the parallel and loop constructs that are prevalent in
most OpenMP programs.
Initial experiments on the Blue Gene/Q indicate that the

underlying algorithms used to implement the basic OpenMP
constructs scale poorly [24–27] for the high numbers of
threads. We have also found that the OpenMP overheads
are typically too high to beneficially exploit the fine-grain
parallelism present in applications. Low overheads are
key when the amount of parallel work is small, because
otherwise the overheads may quickly exceed the benefit
of this limited form of parallelism.
In this paper, we present novel techniques to significantly

lower the OpenMP overheads for the most prevalent
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OpenMP construct. Here, we target the parallel constructs
that are used to create parallel regions of code. By realizing
that most applications repetitively allocate parallel regions
of similar size, we can cache thread configurations to
eliminate redundant computation and communication. When
successful, we demonstrate near-constant overheads over a
wide range of thread numbers. We present results for a
Blue Gene/Q node using the ECPP Benchmark suites [24],
a battery of tests designed for measuring OpenMP overheads.
We reduce the parallel construct overheads by 1.9, 2.7,
and 4.9 times when creating a team of 4, 16, and 64 threads,
respectively.
The remainder of this paper is organized as follows.

First, we present background on parallel constructs and
describe our approach to improving their scalability. Then
we detail our measurements and discuss related work.

Parallel constructs
The parallel construct is the basic OpenMP primitives used to
create parallel regions of code. There are multiple types,
including constructs that jointly create a parallel region and
distribute the iterations of a loop among the participating
threads. We focus here on efficient implementation of
the required interface for the basic construct, because it is the
building block for the other parallel region constructs. We
refer the reader to the OpenMP application programming
interface (API) document [2] for details on the interface,
such as methods to determine the numbers of threads to be
assigned to a given parallel region or descriptions of which
internal control variables must be copied to the private
context of a thread.

Anatomy of a parallel construct
Consider the typical flow of operations for the OpenMP
parallel region depicted in Figure 1. At the highest level,

thread t0 encounters a parallel region construct, depicted by
the top light gray box. The runtime creates on its behalf a
team of three additional threads, t1, t2, and t4 here. The four
threads perform their parallel work, depicted with the series
of four side-by-side dark green boxes. At the end of the
parallel region, control is returned to the runtime to
perform the OpenMP-required synchronization and cleanup
operations, shown in the lower light gray box. Thread t0
then continues to execute further sequential work. Threads
t1, t2, and t4 are returned to the pool of available OpenMP
threads.
In OpenMP terminology, thread t0 is referred to as a

master thread, because it creates a new team of threads.
The other three threads are referred to as worker threads,
because they assist the master thread in the parallel region.
The master and the worker threads are referred to as a team
of threads that jointly work on a given parallel region.
Figure 1(b) illustrates a timeline of the subtasks performed

by the runtime during the beginning and end of a parallel
region construct. Figure 1(c) describes the data structures
touched during each subtask.
In Step 1 of Figure 1(a), the master thread identifies

those threads that are available to participate in the parallel
construct, for example, by using a compact bit-vector
representation indicating which threads are available or busy.
Selected threads are then marked as busy. This operation
must be performed under a mutex because multiple master
threads may run concurrently in the presence of nested
parallelism.
In Step 2, the master thread assigns to each thread its

own distinct thread number, referred to here as thread
identifier (TID). Number 0 is reserved for the master
thread, and successive integer numbers are assigned to the
remaining worker threads. Here, the master thread writes
the TIDs; subsequently, each thread in the team may
access their TIDs, for example, to determine which
thread is responsible to compute which subset of a given
parallel loop.
In Step 3 of Figure 1(a), the runtime fills in a

description of the work being requested by the user.
Many computing environments encapsulate the parallel
work in a compiler-generated function [15, 18, 19, 21, 28]; in
such a case, the address of the function is inserted in the
descriptor. Other information such as loop bounds (needed
for combined parallel-for constructs) and ordered/nowait
clauses can be entered there as well. Because each thread
will later need to determine its workload, we must enter
for each thread a pointer to the current work descriptor.
We refer to such a pointer as a work-descriptor identifier
(WID). Since both TID and WID are written by the master
thread and are later read by each thread in the team, this
data structure is typically implemented as a globally
accessible array of (TID, WID) pairs, with one pair per
thread in the system.

Figure 1

Anatomy of a parallel construct.
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At this point, the worker threads have all of the
required information necessary to start working. After being
awaken in Step 4, they copy the global work description
data in their own thread context. They are then ready to
execute the user code in the parallel region.
After completing their parallel work, the threads return

to the runtime and execute a synchronization barrier, as
required by the OpenMP standard. The worker threads are
placed back in the pool of available threads. Runtimes
typically preserve idle worker threads because of the
significant overhead associated with repetitive thread creation
and destruction [15, 17]. The master thread performs further
cleanup in Step 7, such as updating the global bit vector,
indicating the available/busy status used in Step 1. It then
returns to user control.

Overhead of a parallel construct
To better understand the overhead of a parallel construct,
we distinguish between two types of subtasks: the ones
executed sequentially by the master and the ones executed
in parallel by every thread in the team.
The most critical subtasks are the ones sequentially

executed by the master threads. They are depicted in
horizontally shaded red boxes in Figure 1(b). In addition,
five of these six (Steps 1–4 and 7) have work that is
proportional to the number of threads in the team
ðTNUMÞ. For example, when assigning the TIDs in
Step 2, the master thread must write a unique number for
each thread in the team. Depending on the cache protocol,
the communication cost may also be proportional to
TNUM , as the master thread produces TNUM data that

is then consumed by TNUM , possibly remote worker
threads.
The other subtasks are the ones executed in parallel by all

of the threads in the team. They are shown in diagonally
shaded orange boxes in Figure 1(b). The overheads
associated with Step 5 mainly consist of communicating
the work descriptor entry from the master to the worker’s
local cache. This step is clearly sensitive to the size of
the work descriptor internal representation.

Near-constant-time thread allocation
The key idea in lowering the overhead in Step 1 is to
realize that most OpenMP applications repetitively request
the same number of threads. We can significantly reduce
the average overhead by caching the set of threads previously
allocated in a parallel region with the expectation of
reusing the same thread allocation for a future parallel region.
Consider the thread allocation shown in Figure 2(a),

depicting a nested parallel region of depth 2. The initial
thread has created a first team including itself plus threads t4,
t8, and t12. Defining here a set of worker threads for a given
master t as TSETðtÞ, we can state that TSETðt0Þ ¼ ft4; t8;
t12g. In turn, we see in Figure 2(a) that threads t4, t8, and
t12 have become master threads of the teams with,
respectively, TSETðt4Þ ¼ ft5; t6; t7g, TSETðt8Þ ¼ ft9; t10;
t11g, and TSETðt12Þ ¼ ft13; t14; t15g. The state of the
available/busy bit vector is also shown in Figure 2(a),
indicating with dark boxes the 13 busy threads ðt0; t4� t15Þ.
As stated above, the key idea is to preserve the TSET

information past the deallocation of a team. Figure 2(b)
illustrates the state transition that occurs after the completion

Figure 2

Caching the last set of worker threads of each master t; TSETðtÞ.
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of the parallel regions initiated by threads t4 and t8.
Consider thread t4: as its team is deallocated, we preserve
its TSETðt4Þ ¼ ft5; t6; t7g in the private execution context
of t4. This state is depicted in Figure 2(b) as the third
bit vector from the left. We also maintain a globally
accessible Breserved[ bit vector defined as the union of
all thread sets currently preserved by any master threads
in the system.
The maintaining of the global Bbusy[ and Breserved[ bit

vectors allows the runtime to form new teams without
clashing with both existing teams as well as with teams
that have been created in the recent past.
Consider in Figure 2(c) the formation of a new four-thread

team for thread t0. By checking the union of both the
busy and the reserved bit vectors in Figure 2(b), the runtime
can quickly determine that there are three remaining
threads that are both available and not part of a prior team.
By selecting these remaining threads (t1, t2, and t3),
load balancing permitting, we maximize the chances of
reusing past allocations.
Also shown in Figure 2(c), thread t4 can now allocate a

four-thread team in constant time, by simply reusing the
prior TSETðt4Þ assignment saved in its private context.
Thread t4 must simply ensure that its past allocation has
not been invalidated, because this would have been the
case if thread t0 had requested a larger team.
To ensure correctness, we introduce a globally accessible

generational counter. Whenever a master thread preserves
an allocation, it also saves in its context the current value of
the global generational counter. In any subsequent thread
allocations, if a master thread needs to use threads that are
marked as reserved, this master thread also increments the
global generational counter, thereby invalidating every
saved allocation. When a master thread attempts to create a
new team of size no larger than its saved configuration, it
simply checks that both the local and global values of the
generational counter match. When they match, the saved
allocation is valid; when they do not, the saved allocation
may not be valid and is thus discarded. Although other
policies could be used, this simple policy works well in
practice and has constant-time overheads.
To summarize the finding in this section, we can determine

in constant time whether a past thread allocation is valid
or not by using a generational counter. If valid, the allocation
can be finalized with a couple of bit-vector operations.
Current architectures allow constant-time bit-vector
operations of up to 128 to 256 bits, depending on the
SIMD (single-instruction, multiple-data) width of the host
processor.

Eliminating assignment notification overheads
The main idea in removing the overhead associated with
the per-thread assignment of a unique TID and WID is
to piggyback on the successful reuse of prior thread

allocations described in the subsection BNear Constant-Time
Thread-Allocation.[
Recall that in Steps 2 and 3 in Figure 1(a), the master

thread writes information in the global (TID, WID) array that
allows each thread in the team to uniquely determine its
assigned work. When successfully reusing a prior thread
allocation, we can reuse the same TID mapping because by
definition of our caching policy, the current request is
performed by the same master and the current request asks
for a team of size no larger than the size of the cached team
allocation.
The next step in eliminating overheads is to ensure that

we do not need to modify the WIDs of the threads
participating in the team. To do so, we also set aside the
work-descriptor entry associated with a parallel region when
freeing an allocation and preserving its thread allocation.
When successfully reusing a prior thread allocation, we
then reuse the work descriptor entry set aside, thus bypassing
any need to update the assignment table. As a result, the
TID and WID entries in the assignment table remain local to
the cache of each of the worker threads because they were
not modified by the master thread. Thus, we avoid redundant
computation as well as redundant communication. Only
the content of the work-descriptor entry itself is modified.

Reducing the ‘‘go-ahead’’ signaling overheads
Runtimes built on top of a pthread library [15] may signal the
worker threads to exit their idling loop [Step 4 in Figure 1(a)]
by using pairs of mutex and condition [4]. Other runtimes
may use a per-thread variable whose content is changed
by the master and whose change is detected by the idling
worker.
We use here a single globally accessible bit vector,

subsequently referred as the Bactivate[ bit vector. To activate
a set of thread TSETðtÞ, the master simply performs an
atomic-XOR of the current TSETðtÞ with the activate bit
vector. Each idling thread recalls the last value of its bit in
the activate bit vector. When an idling thread notices that
its bit has been flipped, it then knows that there is new
work to be fetched. Work is found by accessing the
(TID, WID) pair assigned to it in the global assignment table.

Improved application-runtime interface
Modifying the interface between the application program and
the OpenMP runtime can also result in lower overhead.
For example, the runtime often needs to retrieve a pointer
to internal runtime data that is private to each thread.
Localizing such thread-private pointers can be expensive.
This search can often be avoided by first providing this
pointer to the application and then having the application
pass this pointer back when performing a subsequent call
to the runtime. Another example is that many calls to
the runtime mostly use default values for a long list of
possible switches (refer to clauses in OpenMP). By providing
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two entry points, one accepting all legal switches and
one assuming default values, this special case allows the
latter entry point to execute faster because many special cases
in the runtime can be statically eliminated.

Measurements
In this paper, we use the Edinburgh Parallel Computing
Center (EPCC) benchmark suite [24] that was developed to

specifically measure the OpenMP overheads caused by
synchronization and loop scheduling. The underlying
technique is to compare the time taken for a section of code
executing sequentially one unit of work to the time taken
for the same code executing in parallel TNUM units of work.
All comparisons of runtime overheads are performed in
the same runtime code base and compiled with the same
options (�O3 with inter-procedural analysis and aggressive

Figure 3

(a) Reduction in overhead due to proposed techniques. (b) Near-constant non-barrier-related overheads.
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in-lining). It should be noted that the experimental runtime
used here provides no support for OpenMP tasks; we
estimate that adding such support should not have an impact
on the results presented here by more than 10%. All
measurements are performed on a single Blue Gene/Q node.
We always fully populate the hardware threads of each
core: 4-thread results use 1 core, 16-thread results use
4 cores, and 64-thread results use 16 cores.
Figure 3(a) illustrates the benefits of turning on each

of the optimizations described in the section BParallel
constructs.[ For each set of five bars, the first bars
correspond to a traditional implementation of the runtime, as
described in the section BOverhead of a Parallel Construct.[
Creating a parallel region takes 1.6 �s, 2.7 �s, and 5.7 �s
for teams of 4, 16, and 64 threads, respectively. Clearly,
overheads are very dependent on the size of the team.
The second bar in each set illustrates the benefits of

reusing past thread allocations, as proposed in the section
BNear-constant-time thread allocation.[ The benefits
should be higher for larger team sizes, because successful
caching bypasses a linear-cost search for available threads.
Indeed, Figure 3(a) indicates a reduction in overhead of
300 ns, 400 ns, and 800 ns for teams of size 4, 16,
and 64 threads, respectively.
The third bar in each set corresponds to also reusing the

assignment notifications when successfully reusing thread
allocation, as described in the section BEliminating
assignment notification overheads.[ The combined effect of
these two optimizations cuts the parallel construct overheads
by a factor of 1.7, 1.9, and 2.4 for teams of 4, 16, and 64
threads, respectively, compared with the original overhead.
The fourth bar in each set corresponds to adding to the

previous runtime the fast go-ahead notification using a single
XOR operation, as proposed in the section BReducing the
Bgo-ahead[ signaling overheads.[ This again removes a
linear component to the overheads, as demonstrated by the
larger reductions in overhead as larger teams are created.
The last bar in each set corresponds to adding the various
interface optimizations described in the section BImproved
application-runtime interface.[ This component only
lowers the overhead by a few percentage points (more
so for larger teams).
Combined, the improvements proposed in the section

BParallel constructs[ reduce the overheads depicted in
Figure 3(a) by 1.9, 2.7, and 4.9 times, compared with the
original overheads for team sizes of 4, 16, ands 64 threads,
respectively.
Because the parallel constructs include by definition a

barrier at the end of the construct, and because the cost of
barrier synchronization is proportional to the number of
threads to synchronize, we cannot easily tell from Figure 3(a)
how the other OpenMP overheads scale. In Figure 3(b),
we have separated the synchronization costs (blue bars) from
the remaining parallel construct costs (red bars) for our

last, most optimized scheme. The other OpenMP overheads
range from 675 to 700 ns across the range of 4 to 64 threads.
These overheads include acquiring two locks to update
the thread allocation table plus handling all of the OpenMP
internal control variables as mandated by the standard.
For comparison, these same overheads range from 1,400
to 5,180 ns in the original configurations. In other words,
the non-synchronization OpenMP overheads of a 64-thread
parallel region are less than half of what they used to be
for a 4-thread parallel region.

Related work
We describe here work related to the implementation and
optimization of the OpenMP programming environment with
respect to the handling of parallel loop and parallel region
constructs.
Transforming parallel regions into compiler-generated

outline functions [29] was proposed prior to OpenMP and
has been used since by most OpenMP runtimes [15, 18, 19,
21, 28, 30]. Some runtimes have outlined functions in the
scope of the original parallel region [19, 21] to reduce
overheads for shared variables. Recent work has embedded
the work directly in the original function using multi-entry
threading constructs [16] to facilitate advanced optimizations.
In addition to transforming OpenMP directives, compilers

have optimized parallel regions early on [29, 30]. The
OpenUH portable compiler [19] has provided both a
platform-independent source-to-source optimizing translator
as well as a platform-dependent integrated compiler for
supporting optimizations such as loop transformations for
cache locality. Global optimizations were later added to their
framework using parallel control-flow graphs [22] as well
as cost models to better direct the compiler [20]. The
ORC-OpenMP compiler classifies OpenMP directives with
the aim of simplifying or eliminating calls to the runtime, for
example, for known sequential OpenMP regions. Intel’s
support for OpenMP [16, 17] includes a highly optimized
compiler that performs, among others, in-lining, aggressive
code motion, and redundancy elimination over OpenMP
constructs internally represented as multi-entry threading
regions. The ROSE compiler [31] aims at providing portable
OpenMP performance across multiple platforms and
associated runtime environment. Others have suggested
tools for automatic characterizations of application memory
sharing patterns to tune OpenMP constructs [32].
The performance of barriers has been studied in the

context of OpenMP [33]. Compiler optimizations to simplify
or eliminate OpenMP barriers have also been proposed [23].
Significant work in OpenMP has focused on applying the
OpenMP shared-memory paradigm to other architectures,
including a network of workstations [10], clusters of possibly
shared-memory machines [11, 12], NUMA machines [9],
and more recently, gaming platforms such as the Cell
Broadband Engine** [13] and general-purpose graphics
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processing units [14]. Others have proposed important
extensions to the OpenMP interface, along with related
OpenMP optimizations and runtimes, for example, for
better locality handling [7, 9] and finer control of nested
parallelism [8].

Conclusions
As the number of threads found in parallel supercomputers
such as the Blue Gene/Q continues to increase, there is a
growing need on applications to exploit more parallelism
in their code, including coarse-, medium-, and fine-grain
parallelism.
OpenMP is one of the dominant shared-memory

programming models and is well suited for exploiting
medium- and fine-grain parallelism. Although most OpenMP
research has focused on application tuning, integration within
optimizing compilers, programming model extensions,
and porting to distributed-memory platforms, we have found
that current algorithms used to implement basic OpenMP
constructs have large overheads and scale poorly.
In this paper, we have addressed these scaling issues for

creating parallel regions. By exploiting thread-allocation
reuse, we have demonstrated reductions in overheads by
up to 5 times when creating parallel teams of up to
64 threads. The proposed algorithm scales very well, as its
non-synchronization overheads are nearly constant when
creating parallel regions over a wide range of thread
team size. Now that the OpenMP overheads have been
significantly lowered, it should be possible for more
applications to take advantage of the fine-grain parallelism
present in their code.
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engineering from the Eidgenössische Technische Hochschule, Zürich,
in 1991, and a Ph.D. degree from the University of Michigan, Ann
Arbor, in 1996. He joined IBM in 2001, with a research focus on
the interaction of compiler technology and microarchitecture design.
Interests include efficient support for parallelism on upcoming exascale
supercomputers, compiler technology for parallelization and SIMD
code generation, and efficient scheduling algorithms. In 1997, he
received an IBM Outstanding Technical Achievement Award for
contributions to the Cell Broadband Engine microprocessor. He is
author or coauthor of more than 25 technical papers and 12 patents and
is an IBM Master Inventor.

Kevin O’Brien IBM Research Division, Thomas J. Watson
Research Center, Yorktown Heights, NY 10598 USA (caomhin@us.ibm.
com). Mr. O’Brien holds a B.Sc. degree in theoretical physics and an
M.Sc. degree in astrophysics from Queen Mary College, London
University, England. He is currently manager of Advanced Compiler
Technology at the IBM T. J. Watson Research Center. He has focused
his efforts on deploying diverse compiler optimization skills to the
improvement of IBM products from XLC, XLF, XLC (C++), and
Smalltalk compilers to the design of a dynamic optimizer for a
just-in-time compiler for a Java** virtual machine (JVM**) for the first
Transmeta machine. More recently, he has been involved in research
in advanced parallelization techniques based on polyhedral theory.
The results of this research have been incorporated in the IBM XL
product compilers. He has also contributed to the architectures of
POWER*, PowerPC*, and Cell Broadband Engine. He has received
an IBM Corporate Award and Outstanding Technical Achievement
Awards for his work on the XL compilers. He holds 20 U.S. patents
including one on dynamic optimization and one on speculative
multithreading.

8 : 8 A. E. EICHENBERGER AND K. O’BRIEN IBM J. RES. & DEV. VOL. 57 NO. 1/2 PAPER 8 JANUARY/MARCH 2013



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


