Demonstrating the Impact of OpenMP Overheads in Multi-Physics Using a Mini App

Abstract

Pure MPI programming approaches only strong scale so far due to surface
to volume issues. Switching to an MPI+OpenMP programming model can
exploit growing concurrency while minimizing surface to volume
challenges. However, for small problem sizes, the amount of work within
an OpenMP region may not amortize thread overheads. KULL, a multi-
physics production code, has this problem. In this poster, we
demonstrate that large OpenMP overheads limit the thread scaling of
KULL. We show that the Lightweight OpenMP (LOMP) compiler reduces
overheads enough to allow KULL to scale further. We duplicate this issue
in LULESH, a hydrodynamics proxy application. LULESH, at small problem
sizes, sees up to 5x speed-up using LOMP. By demonstrating the impact
overheads have on small problems, and duplicating this issue in a proxy
application, we indicate to vendors that OpenMP overhead Ilimits
performance and provide them with benchmark test problems that show
our OpenMP challenges.
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* Demonstrate OpenMP overhead concerns of
KULL using LULESH
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 Shock-Hydro proxy app
 Darpa UHPC problem
* Solves Sedov blast
* Represents production
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OpenMP Overheads

* QOverhead associated with thread spawning and
synchronization

e Lightweight OpenMP beta compiler (LOMP)?
reduces these
* Overheads 2-5x less than default compiler
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Conclusion and Future Work

In this poster we demonstrated that OpenMP overheads impact the
scaling of LULESH similarly to KULL for various problem sizes and
region counts. We showed that for small problem sizes, in both
applications, small OpenMP overheads are crucial to performance. In
the future we plan to leverage these results to demonstrate to
vendors why low OpenMP overheads are important to KULL runtime
performance. Our data also shows how they can reproduce this
behavior and test their own runtimes using LULESH.
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