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Aeolus L1B/2A & L2B algorithm consolidation – task update
date:
8 July 2009
Ref. 1: 
Contract ESA/18366/04/NL/MM, ‘Aeolus Campaign and Algorithm Support’, including CCNs

Ref. 2: 
Contract ESA /18555/04/NL/MM, ‘Implementation of Aeolus L2B/2C Processing Facility’, 
including CCNs
Purpose

This note shall compile high priority tasks related to pre-launch algorithm consolidation, validation and overall performance characterization. Tasks shall build up on prototyping and testing work conducted under Ref. 1, Ref. 2. It is assumed that tasks not yet covered under the existing contracts currently in place will be considered for inclusion in upcoming contract extensions.
List of pre-launch tasks
I. Instrument simulation, performance aspects

1. incorporate updates of Aladin characterization database (radiometric, spectral performance, transmission characteristics, ...) and instrument settings

2. update calibration scenarios (timelines, spatial & spectral sampling, ...)
3. conduct simulations on specific aspects:
- LOS mispointing effects, bias, drift & random type errors
- systematic calibration errors (errors in spectral response slope, offset, non-
  linearity; )
4. update E2S sub-models if required (T&R optics, spectrometers & detection chains, 
terrain model, Earth background model, calibration modes ...) 

II. Level 1B wind mode processor

Mie core processing
1. revise SNR threshold for invoking Simplex algorithm. Could SNR threshold be lowered below 10 dB, to ensure that backscatter ratio profiles are available over larger areas (e.g. to support L2A processing) 

2. check convergence behaviour of Simplex algorithm (e.g., do fit parameters tend to oscillate during iterations?). Should step size be 
- user input?
- adjusted automatically during iterations?
3. check Mie core performance for extreme cases, e.g.
- very high & low SNRs
- large Doppler offsets (+/- 100 m/s)
- Mie signal broadened (+ asymmetric ) due to winds shear or interference between ground echoes and atmospheric signals
4. flag Mie profile points invalid for bins below GE detection bin
5. consolidate utilization of Mie core algorithm (Simplex algorithm) outputs as quality indicators (starting from results obtained in the VAMP study).
Rayleigh core processing
1. consider SNR threshold for execution of Rayleigh response computation (avoid numerical problems in case A+B ~0)
2. check enhancements to Rayleigh core algorithm: instead of simply adding pixels for A and B, use an analytical model for the Rayleigh channel: for example, assume that ACCD signals can be modelled by the sum of two Gaussians, each with a fixed width and location on ACCD. A Simplex algorithm (similar as for Mie) could be used to fit simultaneously amplitudes and residual signal offset, using all 16 ACCD pixels. Remark: such an approach might enhance the performance in case of
- low A+B signals (bit quantization errors start to dominate)
- non-perfect offset correction (using only pixel 20!) and background correction.
Other advantages: 
* all 16 pixels rather than only 8 pixels used in the fitting
* residual error available as additional error quantifier.

3. flag Rayleigh profile points invalid for bins below GE detection bin
4. investigate utilization of Rayleigh core processing outputs as quality indicators.
Ground echo detection
1. revise algorithm to compute valid/invalid flag for ground echoes. Define error/confidence parameter taking into account SNR, mismatch expected <-> detected ground bin.

2. verify / characterize performance for 
- full range of expected ground albedos (land / sea / ice)
- for sea echoes: expected variations with wind velocity (wave heights)/direction, sub-
  surface reflectances (if data available, e.g. from A2D campaigs)
- different cases of surface winds and GE bin heights
- off-nadir & nadir (IRC mode) viewing
3. assess enhancement of GE detection performance using terrain model.

L1B end to end performance
1. define set of standard test cases (in terms of E2S simulation parameters, observational scenario, atmospheric/ground targets, auxiliary inputs, algorithm settings) to be used for verifying the end to end performance after major algorithm updates.

2. conduct performance tests for 
- ‘ideal’ conditions (noise-free calibration data, no mispointing, ...); cover both 
   homogeneous and non-homogeneous atmospheres
- ‘noisy’ conditions (all noise sources on, standard/homogeneous atmosphere)
- ‘perturbed’ conditions (all noise sources & mispointing on, variable atmospheres with 
   clouds,  ); include case of a homogeneous, cloud-free atmosphere
Characterize 
a) coverage of successful Mie / Rayleigh core retrievals (i.e. valid M&R wind velocities)
b) end to end wind velocity errors
c) systematic & random errors in ZWC data
d) global statistics on valid GEs & rate of ‘false’ GE detections.
3. A2D campaign data: If feasible, run critical L1B processing functions with observational data collected during ground based or airborne campaigns (including upcoming Iceland airborne campaign).
Specific attention to be given to M & R core processing, response calibration, ground echo detection, scattering ratios.

III. Calibration chains

L1B related processing
1. AUX_ZWC: check if additional error quantifiers are required. Error quantifiers could be used by the Harmonic Bias Estimator to assign individual weights to retrieved ground echoes (e.g. high SNR & no bin mismatch -> smaller error)

2. AUX_CSR updater: revise choice of unknowns in fitting routine. 
Currently: width of tophat function, W
alternative 1: W + asymmetry parameter (tophat modulated by linear slope)
alternative 2: slope (a) and response offset (b) of correction function so that


  csr (f) = isr(f) + a*f + b
more alternatives ??

3. refine overall decision logic for 
- updating CSR curve fit
- re-schedule ISR calibration
define corresponding threshold checks
4. update calibration scenarios (timelines, spatial & spectral sampling, ...)

5. A2D: if feasible, generate calibration data (MRC, RRC, ...) from available, re-conditioned A2D campaign data (both ground-based and airborne)

Quality control & monitoring tasks

(work to be performed in collaboration with instrument developer (ASF))
1. revise choice of parameters for validation checks for different calibration tasks (which parameters shall be used in threshold checks?)
2. revise choice of parameters for long-term monitoring tasks (e.g., checks against begin of mission values or running means)
L2 related processing (AUX_CAL_L2, AUX_RBC, AUX_PAR_L2, ...)
1. Definition of settings, flags, parameters in L2 aux. files
2. revise methods in determination of Kray, Kmie, C1-C4, required input data

3. assess required accuracies; are current IRC, ISR scenarios appropriate?

4. assess overall impact of AUX_CAL_L2 inaccuracies on L2A and L2B data products; could AUX_CAL_L2 be dropped in routine L2B processing?
IV. Level 2A processor

1. verify performance for optically thick clouds in field of view (is a GE detection algorithm required to avoid optical parameter retrievals below optically thick layers?) 

2. check performance of critical L2A functions,
- feature finder / scene classification
- SCA, ICA / filling case retrievals
for different conditions, especially
- low/high SNR
- horizontal heterogeneities
- variable mismatch between range bins and cloud/aerosol layer boundaries
- large vertical gradients, variable geometrical thickness of aerosol layers
- multiple layers
- errors due to correlation effects in the vertical sampling (ACCD read-out affect)
- variable errors due to missing or incorrect cross-talk effects (worst case, realistic case, 
  ideal case)
- variable optical thickness of aerosol layers & optically thick layer
3. conduct performance tests for selected cases defined for L1B (see items II, III above), in particular cases with instrument noise, pointing errors and perturbed calibration data.
V. Level 2B/C processor

1. verify Mie core processing: incorporate updates of Aladin characterization database (radiometric, spectral performance, transmission characteristics, ...) and instrument settings

2. refine set of standard test cases (in terms of E2S simulation parameters, L1B inputs  observational scenario, algorithm settings) 
3. characterize L2B end-to-end wind error e calibration scenarios (timelines, spatial & spectral sampling, ...)

4. check performance of L2b scene classification (L1b scattering ratio vs more elaborated optical properties retrieval).
VI. End-to-end error budgets

1. refine/expand set of standard test cases (in terms of E2S simulation parameters, atmospheric target scenes, observational scenarios, algorithm settings) for use
a) as reference cases to validate enhancements in L1B/L2A/L2BC algorithms
b) to assess end-to-end error budgets.
Test cases should include:
- ‘ideal’ case (noise-free calibration data, no instrument noise, no mispointing, 
  homogeneous atmosphere,...)
- ‘noisy’ case (all noise sources on, standard/homogeneous atmosphere)
- ‘noisy/perturbed’ cases for calibration data (e.g., instrument noise switched on, Rayleigh response data processed with erroneous aux. Met inputs)
- ‘perturbed’ case (all noise sources & mispointing on, variable atmospheres with 
   clouds, noisy/perturbed calibration data  ); additional run to be conducted for a 
   homogeneous, cloud free scene.
2. generate reference data set for all processors (L1B, L2A, L2B products and calibration aux data) for initial baseline algorithms. For a given processor, repeat tests with prototyped enhancements / different configuration settings and compare results against reference data sets.
3. estimate error budgets by comparing product outputs against true reference (i.e., E2S input wind profile, aerosol / cloud parameters, ...) 
4. generate end-to-end error budgets using
- repeated, identical runs with different noise samples
- repeated runs with different combinations of systematic errors; take into account expected ranges of response calibration errors, LOS mispointing, ...
- runs with different height grid settings in Mie and Rayleigh channels (variable 
  overlap between M & R bins, sampling of ground echoes and SNR)
5. assess overall robustness of the L1b - L2A and L1B – L2B/C processing chains for different observational scenarios, in particular
- changes in vertical sampling (bin thickness and height offset)
- variable sampling grids along orbit (latitude band concept)
- accumulation settings N, P (impact on SNR in L1B)

Test cases should also permit the testing of selected sampling scenarios defined in the VAMP study.

VII. Observational scenarios: CalVal & routine operation
This task shall aim at definition of detailed observational scenarios for calibration, validation and routine wind mode activities, covering both in Phases E1 (commissioning) and E (routine operation). 
This task shall base on 

· results obtained during completion of tasks I -  VI above
· results generated in the frame of a parallel study on observational scenario optimization (VAMP), ESA contract number 20940, final report
· Aeolus IOCV Plan, AE-PL-ASU-SY-026

· Aeolus Commissioning & CalVal Plan, AE-PL-ESA-SY-002.
This task has not yet started.

- end of list –
Compiled by H. Nett, ESTEC / EOP-PEP
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Attachment 1 
Comments on Aeolus L1B Master Algorithm Document



AE.SW.ASU.GS.023 Issue 5, dated 15 May 2008

Date:


29 May 2008


ASU responses dated 11 June 2008

ESA responses dated 17 June 2008 (blue/underlined text)

1. General


A document change record is missing. Please add.

ASU: A document change record IS included (page 87) with a summary of the changes in all the modified sections. In addition, all the changes in the text are marked with change bars and highlighted in red.

No update necessary


OK 

2. p. 11, fig. 1.2-1


Please update flow diagram to incorporate LDTA and OCKA operations.

ASU: The OCKA operation does not make use of the L1B processor. Telemetry inputs are from standard housekeeping. LDTA operation is still TBD.

No update necessary

The OCKA processing should be listed in the diagram since the data flow will not follow the standard WVM (NRT processing) branch. If the OWVM will be used this should be indicated.


3. p. 14ff, section 3.2


Rayleigh detection chain offset: clarify why is only CO2 used for Rayleigh detection chain offset correction (for ex. p. 30 eq. 26, p. 51 eq. 70 vs. eq. 76), whereas 0.5*(CO1 + CO2) is used for the Mie channel processing? 


Please check and correct if necessary.

ASU: The removal of the CO1 pixel from the Rayleigh processing has been specified by ASF in AE.TN.ASF.AL.00096 Iss 6. This is because it has been found during testing that the CO1 pixel is not fully representative of the detection chain offset. There is some influence from the signal which is significant in the radiometric processing for the Rayleigh channel but has much less influence on the peak finding algorithm employed on the Mie channel. However, for consistency, the Mie channel processing will be updated to use only CO2.

MAD will be updated

OK

4. p. 15ff, section 3.3


Instrument data in imaging mode: 


a) Please clarify why pixel 17 (CO2? Why not CO1?) is now needed and update figure 3.3-1 accordingly.

ASU: IMG(i,17,k) is required for the updated DCC processing specified in section 7. Previously, imaging mode data was only used for IDC processing which did not, and still does not, use this pixel. (And see also 3 above).

No update necessary

Ok

b) It is not understood why pixel 1 and 2 are not treated as pre-pixel as for the atmospheric echo data. In both lidar and imaging mode, should the useful illuminated pixels not be the same (2 to 18)? To make this clear, please add a sentence mentioning that the pre-pixels and offset-pixels (CO1 at least?) are discarded (see AE.TN.ASF.AL.00096 issue 6, Definition of on-ground processing algorithms). 


ASU: The pixels to be used are clearly stated in Table 3.3-2. The processor already extracts the correct pixels for IMG columns 1 to 16. The only change is the addition of CO2 as column 17

No update necessary

Ok

Please check with ASF and correct if necessary.


5. p. 16, section 3.4.1


The Rayleigh detection chain linearity has now been fully characterized (see AE.RP.ASF.AL.00080, ESP2 Detection Chain Linearity test report). Should the modelling of this effect be revised? 


Please check with ASF and correct if necessary.

ASU: Since the linearity test, ASF have updated their definition of the ground processing algorithms in AE.TN.ASF.AL.00096 Iss 6. No change has been identified.

No update necessary

Ok. Nevertheless, the document mentioned above and previous email exchange with Astrium Toulouse suggest that the Rayleigh detection chain linearity error may be negligible. Therefore, please check if default E2S input parameters need to be updated.


6. p. 17, section 3.4.3


Instrument modes: new remark concerning unknown modes treated as OWVM. OK but actual instrument mode value should be copied into the AUX_OWV_1B product (currently not the case). If not, all data from OWVM and ‘unknown’ modes will be merged into a single 1B file with no way to distinguish them.

ASU: This would have to be a raw value for each observation.

Instrument function will be added 

Ok

7. p. 18, section 3.4.4


Pulse Validity: the definition of the previous ‘Status’ section 3.4.4 has been updated to ‘Pulse Validity Status’, and now covers checking of 6 different flags. Starting with the description of the ISR processing, then LCP, IDC, etc, input data sections have been updated to list this new ‘Pulse Validity’. But then for some algorithms, processing description still only states to check laser frequency lock status for ex. P. 36 IDC), but not the other 5 flags. The processing descriptions for all modes should be checked again.

Please check and correct if necessary.

ASU: I will make it clear that where previously just the cavity lock status was to be checked, now the pulse validity is to be checked.

Text will be updated

Ok

ASU general comment for points 8-13: Section 4 of the document is unmodified since issue 3 of this document and was included as it is in the last issue which was approved by ESA. Since it was written it has been decided to use the ESA CFI library for the AOCS processing and so these equations are not used in the E2S/L1B anyway.


The unused sections will be removed.

ASU shall either


· update MAD according to items 8-13 below (= preferred option)

  or


· replace section 4 by a new section defining calling sequence of the mission CFI and list of relevant input / output parameters.


In any case the AOCS processing, including generation of geo-location parameters and ground detection, needs to be defined in the MAD in an unambiguous way.


8. p. 21, sections 4.2/4.3


J2000 to ECEF frame transformation: The steps to compute the J2000 to ECEF frame transformation are defined. However, the computation of r and v is wrong: no transposition of the matrix R should be performed, because R is the frame transform matrix from J2000 to ECEF. This is supported by the AOCS SRB 8.1 AE.RS.ASU.PL.034 issue 8.1 (see p.212).


This also applies to equation (4) in section 4.3. p.21: no transposition is necessary.

ASU: Equations in this section pre-date the SRB and are superseded by it.

Please update in MAD


9. p. 21ff, section 4.4


The section 4.4 is essentially OK. However, the computation of phi_c and its use when it is close to 0 or 90 deg is not fully understood. No specific details could be found in the AOCS guidance laws AE.RP.ASU.PL.044 issue 1 nor in the Borkowski paper (Accurate Algorithms to Transform Geocentric to Geodetic Coordinates in the Journal of Geodesy).


Please check / clarify. 


Could a reference be added supporting the equations in section 4.4?

ASU: These equations are taken from the Explanatory Supplement to the Astronomical Almanac (pp 205-207).  P. Kenneth Seidelmann. University Science Books. 1992

Ok.

10. p. 23, section 4.6.1


a) ECEF to LVLH:
The definition of the LVLH frame is not consistent with the FOM vol. 1 issue 3 (p.21). 
Please check and resolve the discrepancy


b) v_i is probably the linear velocity of the spacecraft - please confirm


11. p. 24, section 4.6.3


Steering angle: 


a) There is no justification to support the equations in the section 4.6.3 (p.24). The equations are different from the AOCS guidance laws AE.RP.ASU.PL.044 issue 1 used by the AOCS APSW to compute the steering angle. This should be clarified. 


b) the 2mrad offset on top of the pitch steering is missing. Please check / correct if necessary.

ASU: Equations in this section pre-date the guidance law document and are superseded by it.

Please update in MAD

12. p. 25, section 4.6.3

a) In which frame is the vector v expressed in equation (13)?


b) What is q (i.e. from which frame to which frame does it operate)?


Please clarify.


13. p. 26, section 4.8.1

LOS target: If possible, please provide the references to support the equations in this section.

ASU: These equations were derived for this document and are used in ASU test software for comparison with L1B results. Results agree with L1B calculations. 

Ok.

14. general / section 5

a) The adjustments of laser frequency and of Rayleigh spectrometer temperature seem to rely on ISR calibrations whereas AE-TN-ASF-AL-338 relies on RRC / MRC calibrations. ASTRIUM should state what the correct baseline is. The following comments are based under the assumption that ISR is the right calibration. If not, the parameters listed below as missing in the AUX_ISR_1B files should also be added to other 1B files (AUX_RRC_1B, AUX_MRC_1B).


b) As there are many questions concerning the possibility to use IAT calibrations in place or in addition to ISR for some calibration algorithms, it is also strongly recommended to add the missing ISR parameters (AHT5-8, TC1-4...) in the AUX_IAT_1B files.

Please clarify.

ASU: The Instrument Spectral Registration procedure will be performed at the start of instrument testing and is not part of the regular calibration and maintenance activities. Initial adjustments will be made based on this procedure but regular adjustment of the Rayleigh cover temperature is performed using inputs from the IRC function.

MAD will be updated

missing temperature information to be added in ISR, IAT and RRC.

(Nb: ISR / IAT measurement is used in the frame of the enhanced Rayleigh Response calibration procedure (see AE-TN-MFG-L2P-CAL-003, iss. 1.1, sent to Astrium on 8 April, for review))

15. p. 29, section 5.3

Section 5.3 on output data has not been modified. If MDA uses this as the baseline to define the content of AUX_ISR_1B products then they will not add any of the known missing parameters required to run the algorithm described in AE-TN-ASF-AL-338 section 7 (Adjustment of RSP cover temperature) -> the following outputs shall be also explicitly added:


· AHT 5 to AHT 8: available in telemetry and copied in housekeeping ADS (MAD s14.6) now but need to be copied in AUX_ISR_1B as well.


· TC1 to TC 4: available in level 0 only; needs to be explicitly copied into AUX_ISR_1A (= missing in MAD s14.6) and AUX_ISR_1B


· AHT 9 to 12: available in AUX_ISR_1A files only: need to be copied also in AUX_ISR_1B


NB: AE-TN-ASF-AL-338 section 7 introduces a function K(Oba, RSPT) currently undefined -> not clear what the risks are that this function may eventually require additional telemetry points.


ASU: The data is being output by the processor in several of the output files which fulfils the requirement on the L1b Processor. If there is an external need to have all this data in the same file, this could be added to the list of requests on MDA CR as part of ESA requested change Regular updates to the Rayleigh cover temperature will be done using data from the IDC instrument function so we believe the appropriate place for this data is the RRC auxiliary output product.


MAD will be updated 

missing temperature parameters to be added for ISR in the MAD.

(Nb: The need to add missing parameters required for cal mode processing in the L1B output has been clarified during the ‘FOM – open points’ discussion)

16. p. 34ff, section 7.2

Laser lock frequency status and laser frequency command return (to be used when TXA is on) are missing in the list of ancillary data. Please update.

ASU: These parameters are not used for Dark Current Calibration even if the TXA is on.

No update necessary 

Still, this is in contradiction with ASF definition of on-ground processing algorithm (section 7). Please check with ASF and clarify

17. p. 36, section 8

IDC: section 8.3 (output data) has not been modified. Again it should be made clear to MDA that the AUX_IDC_1B products should provide temperatures for tripod struts, M1 and M2 mirrors. (According to MAD s14.6 there are at least copied up to AUX_IDC_1A).

ASU: These temperatures will be added to the IDC 1B product.

MAD will be updated

Ok

18. p. 36ff, section 8.2

If eq. (45) is applied only on pixels 1 to 16, it is not clear whether the detection chain offset correction is applied. Please clarify and update equation if necessary.

ASU: IDC processing is essentially unchanged at this issue. The statement “Perform following steps for the useful pixels (1 ≤ j ≤ 16) only” was added to make it clear that the new column 17, which is required for DCC, is not required for IDC.

No update necessary 

Ok

19. general /, section 9, 10

No update of the processing tasks for LCM, LDTA and LOSCAL has been provided. Therefore, risks of discovering missing parameters in L1b IPF outputs for those calibration modes remain.


Please check if


a) any temperature data (e.g. optical bench) may be required for LCM

b) additional housekeeping data, e.g., pumping/heating currents need to be added in the AUX_LDT_1B products.

ASU: No requirement for additional inputs for these tasks has been identified currently. We believe that this comment shows the drawback in the approach of only forwarding a maximum of one output file from the processor to the next level. If any extra parameters are required then both sides need to be updated whereas the opposite approach only requires the next level processing to get the new value from where it already appears. 

No update necessary  

For LDTA, Master Oscillator Amplificator heating current is to be added in list of LDTA inputs


As discussed earlier with ASU (e.g., during the ‘FOM open points’) the simultaneous input of lower level and higher level products in a processing chain is risky and adds significant complexity to involved algorithms. 

We ask that ASU check with ASF which HK parameters are required as a minimum for each processing task. In case of doubt extra parameters that could be relevant in a later refinement should be included. With this, algorithms could be updated later (even post launch) without having to update file formats.

20. p. 42, section 12.2

Last bullet: best straight line should be computed over X steps centered on F0 (where X is the number of frequencies within the configured range specified for the fit) and not 40 steps as mentioned. Please update.

ASU: Text will be updated but I believe this should be the existing implementation

Text will be updated

Ok

21. p. 45ff, section 13.2.1 / 13.2.2

Please clarify the rules regarding the weighting parameters. From the current description, it is not clear whether the L1bP checks the validity of the weighting parameters values. The latest L1bP v1.10 does not include such checks. Instead, it is left to the user to make sure he assumes correct values. For instance, the L1bP will not complain when setting all the weighting factors to 10, 100, 1000 or any other fancy values. 


The implementation should be clearly defined in the MAD (and later in the DPM), and proper error messages should be produced in case of a wrong user input.

ASU: The weighting parameters are currently envisaged to be either 0 or 1 and additionally only one of the parameters for each channel is expected to be set to 1. However I would not like to hard code limitations of that sort at this stage. There are also many other parameters in the auxiliary files which could have wrong user inputs entered. Should ranges be set for all auxiliary parameters? I would suggest that this sort of checking would be better implemented at the time of editing of the auxiliary files because then the processor would not fail on a bad input configuration. Perhaps a XML schema could be used.

No update necessary 

The MAD should make clear 

1. what actually allowed values of W_GR, W_GMR etc are, e.g., 0 <= x <= 1.0 ^ sum = 1.0

2. if (and how) a normalization is performed by the L1bP

3. which actions the L1bP shall take in case of ‘wrong’ user input: e.g., generate error or 
   apply normalization xi -> xi / (sum (xi)) if not all xi = 0.

22. p. 51, sections 14.1.2

The TOBS correction is missing in the ‘Mie channel error quantifier’ and ‘useful signal‘ processing’.

Please check / correct.

ASU: ASF do not believe that this will make any significant difference however it will be added for consistency.


MAD will be updated 

Ok


23. p. 53, section 14.2

Ground Echo Detection: Note, that this is a ‘detection’ algorithm, so when we start this algorithm, we do not yet know, in which bin the ground return signal is located. The only things we know are 24 useful signals and 24 responses. 


Then processing 14.2.3 tells us to calculate the expected bin, which is done by involving the DEM. Let’s say this is bin j. Then we calculate the derivatives to bin j-1 and j+1. 


And then description tells us that ‘the selected bin’ is ground bin if…. But which one is the selected bin? Bin j? -- But this is our expected bin. Step 1 now tells us to check if ‘ground echo is expected in the bin’. Again, which one is ‘the bin’ Bin j? Of course this is our expected bin. Step number 1 is nonsense. (See my presentation PM 10 slide number 12.) What MDA has implemented here is, that 


1. the ground detection algorithm is only called, once we know, that we expect to have a ground signal in some bin due to the height bin commanding.


2. the bin number is between 0 and 23.


Please check / correct in document.


ASU: This section is unchanged at this issue and the processor ground detection is currently working correctly.

No change necessary

We assume Astrium agree that the algorithm does NOT work as is, if we assume realistic situaltions (mispointing DEM inaccuracies, ...). 

Therefore, a statement should be added like

“The ground echo detection algorithm still requires updating, to take into account 


- pointing errors


- DEM inaccuracies


- possible vertical ‘smearing effects’ (variation of ground echo height over 2 or more 
  bins during individual measurements)”

24. p. 59ff, sections 15.1 / 15.2

Mie Core algorithms: for Mie Core 1 the TOBS correction is part of the core algorithm in eq. 81, for Mie Core 2 no TOBS is described. 


As original version of the MAD started with Mie Core 1, TOBS correction was automatically applied, whenever Mie Core 1 was referred (for example MRC). For description of new Mie Core 2 it was assumed, that signal would be background, offset and TOBS corrected before Mie Core 2 is called, as these corrections already have to be applied to the signal to report ‘Useful Signal’.


Please check / correct in document.


ASU: This section is unchanged at this issue and it is clearly stated in point 2 on page 60 that the TOBS correction should be applied for Mie Core 2.

No change necessary

25. General / housekeeping data to be included in calibration mode output data

Summary of housekeeping parameters to be added in cal. mode L1B auxiliary files:


		Aux. file

		Description

		MAD Section



		AUX_ISR_1B

		OBA temperature average over AHT5 to AHT8 over one BRC

		Section 14.6, Housekeeping new fields AHT5, AHT6, AHT7 and AHT8



		

		Each TC is average over one BRC (TC1, TC2, TC3, TC4)

		Section 18.5, ACDM Temperatures RSPT1, RSPT2, RSPT3, RSPT4



		AUX_IDC_1B

		Telescope M1 / M2 Temperatures


Telescope struts Temperature

		Section 14.6, Housekeeping existing field M1 / M2 TC temperatures & Struts temperature





MAD and IODD for upcoming L1bP version should be updated accordingly.

ASU: For regular updates, temperatures during RRC are required rather than during ISR.

(Nb: Checks of correct temperature ranges are required to ensure that Rayleigh spectrometer characteristics are consistent during both RRC and ISR measurement (see also enhanced Rayleigh response calibration scheme)

RRC and IDC sections will be updated to include the temperatures

Ok


26. Editorial comments


· p. 15 update figure 3.3-1 for j=17

ASU: Ok will update

· p. 34 Input Data number N and P should be n/a

ASU: Ok will update

· p. 35 bullet 4 N(I, j) ( N(i, j); bullet 8 die?

ASU: “i” will be changed to lower case. Second comment not understood.

Ok - 2nd withdrawn

· p. 53 last sentence before 14.2.4 ‘detaction’

ASU: Ok will update

· p. 54 14.3.1 Main data: ‘N measurement of P atmospheric each ‘ 

ASU: Ok will update

All ok

- end of MAD iss. 5 comments -


Attachment 2 – List of functionalities to be updated in E2S


To ensure consistency between E2S and L1bP codes, after implementation of additional / modified Level 1B functionalities defined in MAD issue 5 we expect that, as a minimum, the following updates are required in the E2S code:


1. modifications in source packet format / AISP file format (as per tables 18.1 - 18.3)

ASU: Yes

Ok


2. on-board time handling; J2000 <–> ECEF transformation

ASU: Change in onboard reference is required. E2S already performs J2000-ECEF transformation taking into account DUT1 

Ok

3. modification of user interface / configuration files to allow input of DUT1 (global), IFID (per segment)

ASU: DUT1 is already in the Orbit scenario file. Instrument function ID is already configurable per segment. The need to set it to currently unspecified values is not considered useful unless it were accompanied by some modification to the simulation. Only value would be to test that L1B accepts unspecified values and this can be accomplished easily using test harness.


No update necessary

User input of general function ID values in the E2S is essential since we need to 

· test the capabilities of L1bP to generate a Level 0 MDS structure in line with the new logic for handling general IFID values

·  verify the overall data flow in the PDS with L1bP in NRT (APF) and off-line (ACMF) configuration

Please confirm updating of E2S. 

4. setting of ‘pulse validity’ status flags as per MAD section 3.4.4. (e.g., set flags via configuration file)

ASU: Since all the flags are processed together it does not seem necessary to be able to simulate individual flags via configuration files. Verification that all flag settings are detected can be performed using test harness. There is no existing facility to set Cavity Lock status.

No update necessary  

tests of proper handling of the pulse validity flag is required, to verify the correct decision logic implemented in L1bP. 

In general, all ISP fields should be either simulated or input via a data or configuration file.

Please update list as appropriate and confirm updates to be reflected in the Aug. /Sept. delivery.

















