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1 Variance Estimation Methods
1.1 Variance Estimation under Simplifying Assumptions

1.1.1 Variance Estimation under Simplifying Assumptions of Sampling Design

As previously mentioned, the complexities in variance estimation arise partly from the complicated sample design and the weighting procedure imposed. So a rough estimate for the variance of a statistic based on a complicated sample can be obtained by ignoring the actual, complicated sample design used (unequal probabilities of selection, clustering, more than one stage of sampling), and proceeding to the estimation using the straightforward formulae of the simple random sampling or another similarly simple design. 
1.1.2 Variance Estimation under Simplifying Assumptions of Statistics (Taylor Linearization Method)

The Taylor series approximation method relies on the simplicity associated with estimating the variance of a linear statistic, even with a complex sample design.

1.2 Variance Estimation Using Replication Methods

Replicate variance estimation is a robust and flexible approach that can reflect several complex sampling and estimation procedures used in practice. According to many researchers, replication can be used with a wide range of sample designs, including multi-stage, stratified, and unequal probability samples. Replication variance estimates can reflect the effects of many types of estimation techniques, including among others non-response adjustment and post-stratification. Its main drawback is that it is computationally intensive. Especially in large-scale surveys, its cost in time may be prohibitively large. This will be made clearer in the sequel. Moreover, its theoretical validity holds only for linear statistics and asymptotics (which is a variation of linearization).
1.2.1 Jackknife Estimator

The central idea of jackknife is dividing the sample into disjoint parts, dropping one part and recalculating the statistic of interest based on that incomplete sample. The “dropped part” is re-entered in the sample and the process is repeated successively until all parts have been removed once from the original sample. These replicated statistics are used in order to calculate the corresponding variance. Disjoint parts mentioned above can be either single observations in a simple random sampling or clusters of units in multistage cluster sampling schemes. The choice of the way that sampling units are entered, re-entered in the sample (type and size of grouping) leads to a number of different expressions of jackknife variance. For example in JK1 method (which is more appropriate for unstratified designs) one sampling unit (element or cluster) is excluded each time, while in JK2 (more appropriate for stratified samples with two PSUs per stratum) and JKn (suitable for stratified samples with more than two PSUs per stratum) a single PSU is dropped from a single stratum  in each replication. 

