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Reading Guide


This report contains two parts. The first section gives out a list of papers we have referenced, including the main points these papers have discussed. In the second section, we try to make a summization on some important aspects in grid computing, based on our learning experience.


Note that the content of the referenced papers is not included in this report.
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1. Architectural Models for Resource Management in the Grid
Rajkumar Buyya, Steve Chapin, and David DiNucci
LNCS 1971, p. 18 ff. PDF
1.1. Market based architecture

[image: image1.jpg]Application | |

Grid Explorer /4]

Deployment Agent

Grid User

Grid Resource Broker

Jobs

Grid Node N

Grid Node 2

\*

Grid Node1

@-" @

Grid Middleware Services Grid Domains

Market Model for Grid Resource Management Architecture.




2. On Fully Decentralized Resource Discovery in Grid Environments
Adriana Iamnitchi and Ian Foster
LNCS 2242, p. 51 ff. PDF
2.1. Fully Decentralized Resource Discovery

Users send requests to some known node. The node responds with the matching resource descriptions if it has them locally, otherwise it forwards the requests to another node. Intermediate nodes forward a request until its time-to-live (TTL) expires or matching resources are found, whichever occurs first.

2.2. Request-forwarding algorithms (in resource discovery) (experience based)


Experience based:

Nodes learn from experience by recording the requests answered similar requests previously. A request is forwarded to the peer that answered similar requests previously.
2.3. Performance analysis (on resource discovery) (emulated grid, modeling, some factors to be considered)


Different request patterns

2.4. Simulation
3. Identifying Dynamic Replication Strategies for a High-Performance Data Grid
Kavitha Ranganathan and Ian Foster
LNCS 2242, p. 75 ff. PDF
3.1. Replication strategies (cascading, fast spread)


Cascading:
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Fig.1.Cascading Replication. At the root the number of requests for F1 exceed the threshold
and a copy is sent to the next layer. Eventually the threshold is exceeded at the next layer and a
copy is sent to Client C.




Fast spread:

A replica of the file is stored at each node along its path to the client. When a client requests a file, a copy is stored at each tier on the way. This leads to a faster spread of data.

3.2. File replacement strategy (for replication)


File popularity logs are cleared at a given time interval in order to capture the dynamics of access patterns.

3.3. Simulation
4. Ensemble Scheduling: Resource Co-Allocation on the Computational Grid
Jon B. Weissman and Pramod Srinivasan
LNCS 2242, p. 87 ff. PDF
4.1. Simulation
4.2. Ensemble application Model for ensemble


Applications are modeled completely by their resource requirements.

4.3. Ensemble-aware scheduling model


Ensemble-aware scheduling:


Pick a resource that has participated in the fewest ensembles to date such that min_amt >= max_capacity, so that we push regular application away from resources that ensemble application are likely to want in the future.

5. A Decentralized, Adaptive Replica Location Service
Matei Ripeanu and Ian Foster, 
11th IEEE International Symposium on High Performance Distributed Computing (HPDC-11), Edinburgh, Scotland, July 24-26, 2002. PDF
5.1. Replica location problem

5.2. Strategies (LFN-PFN mapping, overlay network, bloom filters, soft-state updates, query)


LFN: logical file name


PFN: physical file name


Bloom filters:



Bloom filters are compact data structures used for probabilistic representation of a set in order to support member ship queries. However, there is a small rate of false positives.


Soft-state updates:



A state producer sends its state to one or more receivers over a communication channel. Receivers maintain copies of this state together with associated timeouts. State is deleted if not refreshed within a timeout interval.

5.3. Location information dissemination VS Query routing and forwarding

Location information dissemination:


Reduce query latency for increased memory requirements at nodes.
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