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ABSTRACT

Recent C-arm systems used for endovascular image-guided interventions enable the acquisition of three-dimensional (3D) and dynamic two-dimensional (2D+t) images in the same interventional suite. The 3D images are used to observe the vascular morphology while the 2D+t images show the current state of the intervention. By spatial alignment of 3D and 2D+t images one can facilitate the endovascular interventions, e.g. by displaying the intra-interventional tools and contrast-agent flow in the augmented 3D+t images. To achieve the spatial alignment several 3D-2D registration methods were proposed that are concerned with finding the rigid-body parameters of the 3D image. Meanwhile, the pose of the C-arm system is usually obtained through a dedicated C-arm calibration. In practice, the calibrated C-arm pose parameters are typically valid only if the imaged object is positioned in the C-arm’s isocenter. To compensate this, the 3D-2D registration should search simultaneously for the rigid-body as well as the C-arm pose parameters. For verification, we tested three 3D-2D registration methods on real, clinical 3D and 2D+t angiographic images of twenty patients, ten of which were imaged with attached fiducial markers to obtain a “gold standard” registration. The results indicate that, compared to searching solely the rigid-body parameters, by searching simultaneously for rigid-body and the C-arm pose parameters significantly improves the accuracy and success rate of 3D-2D registration methods. Among the three tested methods the intensity-based method using mutual information was the most robust, as it successfully registered all clinical datasets, and highly accurate, as the maximal fiducial registration error was less or equal than 0.34 mm.
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1. INTRODUCTION

Current state-of-the-art workflow for the treatment of cerebrovascular pathologies involves three phases: 1) diagnosis of the cerebrovascular pathology, 2) planning of the intervention and 3) treatment by minimally invasive endovascular image guided intervention (EIGI).1 The first two phases involve examination of pre-EIGI acquired three-dimensional (3D) images, typically a computed tomography angiography (CTA) or a magnetic resonance angiography (MRA) image or a recently introduced modality called 3D digitally subtracted angiogram (3D-DSA), which is obtained by subtraction of two cone-beam computed tomography (CBCT) images, one with and without a contrast agent. In the 3D-DSA images all non-vascular structures are subtracted, thus enabling higher diagnostic power of detecting cerebrovascular pathologies.2,3 The third phase involves navigation of guide wires and catheters through the vasculature and application of treatment at the site of pathology by using as visual feedback a dynamic two-dimensional (2D+t) fluoroscopic or angiographic images. Performing the navigation presents a difficult task even for the experienced interventional radiologist due to overlapping and foreshortening of the vessels in 2D+t images and due to the lack of depth information. Even though that the vasculature segmentation of the pre-EIGI 3D image is typically displayed to the clinician for selection of working projection and also during EIGI4, he or she needs to mentally reconstruct in 3D the position of the interventional tools and the flow of contrast agent present in the dynamic 2D+t image(s). To enable easier and faster navigation and/or treatment that would also lead to reduction of total ionizing dose and to reduction of contrast medium delivered to the patient, one can augment the pre-EIGI 3D CTA, MRA or 3D-DSA image with the information about the current state of the intervention present in dynamic 2D+t image(s), thus resulting in augmented 3D+t images.
The key enabling technology for obtaining augmented 3D+t images is 3D-2D registration. The purpose of the 3D-2D registration is to position the pre-EIGI 3D image into the best possible spatial alignment with the corresponding dynamic 2D+t image(s). The 3D-2D image registration methods can be categorized as calibration-based or image-based, whereas the latter can be further categorized as either intrinsic or extrinsic.5 The calibration-based methods6,7 rely on geometry of the C-arm imaging device and a dedicated calibration procedure. The main advantage of these methods is low computational time (~ ms), but even small patient movement can invalidate the 3D-2D registration. Conversely the image-based methods can compensate for patient movement during EIGI. The extrinsic image-based methods perform 3D-2D registration by aligning special objects visible both in 3D and 2D images, i.e. fiducial markers. The intrinsic image-based methods rely solely on the image information and can be further classified as intensity-based,5-9 feature-based10-14 and gradient-based methods.16-18 The intrinsic image-based methods are the methods of choice, since they enable the highest level of automation and do not interfere with the current EIGI workflow. However, to apply these methods one has to: 1) initialize the rigid-body parameters of the pre-EIGI 3D image rather close to the correct position and 2) the pose parameters of the C-arm imaging system need to be accurately known. The pose parameters of the C-arm imaging system are usually obtained through a dedicated C-arm calibration. In practice, the calibrated C-arm pose parameters are typically valid only if the imaged object is positioned in the C-arm’s isocenter. To compensate this, the 3D-2D registration should search simultaneously for the rigid-body as well as the C-arm’s pose parameters.

In this paper, we evaluated the performances of three state-of-the-art 3D-2D registration methods in a realistic scenario, in which the initial rigid-body parameters of the pre-EIGI 3D image and the C-arm’s pose parameters are known only approximately. As recent C-arm imaging systems are capable of acquiring 3D images and dynamic 2D+t images in the interventional suite, the approximate values of these parameters are typically available. Furthermore, we hypothesize that by searching simultaneously for rigid-body and the C-arm’s pose parameters we can improve the accuracy and success rate of the 3D-2D registration methods. Similar studies have already been performed,8,21 however those studies lack a thorough and objective and evaluation, since only a limited number of 3D-2D registration methods were tested and only five or less clinical image datasets were used were used for evaluation. Here, we tested three state-of-the-art 3D-2D registration methods and performed quantitative and qualitative evaluation on twenty clinical image datasets containing different cerebrovascular pathologies. 

2. 3D-2D REGISTRATION

2.1. Problem statement
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Figure 1. Geometrical setup of the C-arm system with world coordinate system Sw, detector plane coordinate system Ss, X-ray source rs, 3D image coordinate system Sv and rigid-body parameters of the pre-EIGI 3D image q. The six pose parameters of the C-arm system: primary angle (PA), secondary angle (SA), source-to-object distance (SOD), source-to-detector distance (SID) and the detector's principle point (u0, v0) are also shown.     
The purpose of the 3D-2D registration is to position the pre-EIGI 3D image into the best possible spatial alignment with the corresponding dynamic 2D+t image(s) (Fig. 1). In general, the optimal alignment process is comprised of two independent steps. In the first step, the pose parameters of the C-arm system are determined in a calibration procedure, while in the second step, the rigid-body parameters q = (tx, ty, tz, ωx, ωy, ωz) of the pre-EIGI 3D image are obtained in a registration procedure. The calibration step results in a 3x4 projective matrix P which relates any 3D point in some world coordinate system (Sw) to its corresponding point on the 2D detector plane (Ss) with respect to the X-ray source rs. 

For a typical C-arm imaging system the projection matrix P can be described by six pose parameters and a pinhole camera model:
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where SID and SOD denote to the source-to-detector and source-to-object distances, respectively, and (u0, v0) are coordinates of the principle point on the flat panel detector.  and  are 3x3 rotation matrices defined by the primary (PA) and secondary (SA) angles of the C-arm gantry:22
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where:
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In general, the 3D-2D registration methods assume that the pose parameters are known a priori, and therefore focus on optimizing only the rigid-body parameters q which define the optimal transform T(q) from the coordinate system of the pre-EIGI 3D image (Sv) to Sw. Such a scenario is not a realistic scenario because the imaged object is not necessarily in the isocenter of the C-arm imaging system, therefore, only approximate values of the pose parameters are known. To obtain the optimal alignment between the 3D and 2D+t images, a 3D-2D registration method needs to be extended to search simultaneously for the rigid-body as well as the C-arm’s pose parameters.

2.2. Initialization

As outlined in Section 1., a pre-requisite for successful alignment between the pre-EIGI 3D image and the dynamic 2D+t image(s) is to position the 3D image close enough to the correct position.23 Here, close enough is determined by the capture range of a particular 3D-2D registration method. This is in contrast to typical registration evaluation scenarios, in which where initial guess is not straightforward to obtain, in neuroangiography 3D and 2D images are acquired by the same imaging device, and therefore a coarse initialization can be deduced by the geometry of the C-arm system. As recent C-arm imaging systems used in neuroangiography are capable of acquiring 3D images and dynamic 2D+t images in the interventional suite, a coarse initialization of the position of the 3D can be deduced by the geometry of the C-arm system, i.e. by assuming that Sw is in the center of the pre-EIGI 3D image and that approximate values of the C-arm’s pose parameters can be extracted from the DICOM header of the acquired 2D+t images. However, such an initialization may still lead to large errors in in-plane translations, typically larger than the capture range of the evaluated 3D-2D registration method (Fig. 2 left).8 The coarse initialization can be refined by aligning the intensity centroids of the 3D and 2D images  , respectively (Fig. 2 middle), followed by an exhaustive search of the in-plane translations so as to find the minimal/maximal values of the similarity measure (SM) of the 3D-2D registration method (Fig. 2 right). The search range of in-plane translations around the 2D intensity centroid  was set to 20% of the maximal size of the 2D image. Compared to coarse initialization, such initialization will be referred to as fine initialization. 

2.3 State-of-the-art 3D-2D registration methods

Three state-of-the-art 3D-2D registration methods were evaluated, two belonging to the class of the intensity-based9,24,25 methods, while one belonging to the class of the gradient-based methods.18 The intensity-based methods are based on 2D-2D matching of real fluoroscopic and simulated images, obtained by casting virtual rays through the 3D image. These method differ with respect to the method of rendering simulated 2D projection images  and with respect to the SM, which measures the degree of matching between real and simulated images. In this paper, the simulated 2D projection images were rendered using maximum intensity projection (MIP),8 while either mutual information9,24 (MI) and gradient correlation9,25 (GC) were used as the SM; these two methods will be referred to as MIP-MI and MIP-GC, respectively. The third method is the 3D-2D back-projection gradient-based method (BGB) proposed by Tomaževič et al.18, which is based on matching the 3D gradient vectors representing 3D surface normals and 2D-to-3D back-projected gradient vectors. The volume gradients were computed using 3D Canny edge detector, while the 2D gradients were calculated using a simple central-differences kernel. 
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Figure 2. Coarse initialization (left), refined by alignment of 3D and 2D intensity centroids (middle) and exhaustive search of the in-plane translations (right).    


3. DATABASE AND EVALUATION CRITERIA

3.1 Image database

For evaluation of the state-of-the-art 3D-2D registration methods, 3D-DSA and 2D-DSA images were obtained from twenty patients undergoing cerebral aneurysm or arteriovenous malformation treatment. Patients had pathologies of various degrees and were in deep anesthesia throughout the image acquisition. The image database was acquired in such way to capture a whole range of different scenarios which may occur during a typical cerebral-EIGI (Fig. 3). At the start of the cerebral-EIGI, two rotational scans of the patient's head were performed  resulting in a 512 x 512 x 391 3D-DSA image with voxel size of 0.46 x 0.46 x 0.46 mm. Next, the 2D-DSA images were acquired at two different gantry orientations of the C-arm imaging system, namely the lateral (LAT) and anterior-posterior (AP) position. The LAT and AP 2D-DSA images included in the image database were acquired in different phases of the EIGI, and differ in sizes, gantry orientations and magnification factors. All images were acquired by Siemens Axiom Artis dBA biplane flat detector angiography system. As the flat panel technology was used all 2D images were free of geometric distortions. 
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Figure 3. The characteristic 2D-DSA images of the image database. Patient 8 (left) underwent AVM treatment, while patients 12, 13 and 17 (from middle-left to right) underwent aneurysm treatment.       


3.2. Evaluation protocol

The MIP-MI, MIP-GC and BGB methods were implemented and tested in two different settings. In the first setting,  only rigid-body parameters of the pre-EIGI 3D image were optimized, while in the second both the rigid-body and the C-arm’s pose parameters were simultaneously optimized. In both settings, the methods were registering 3D-DSA image to a single 2D-DSA image starting with the rigid-body and the pose parameters as obtained in the initialization, explained in Section 2.2. The methods were run on all twenty clinical image datasets; ten datasets had fiducial-marker based “gold standard” registration that enabled quantitative evaluation, while qualitative evaluation was performed for the registrations on the other ten datasets by visual inspection and assessment.

3.2.1. Quantitative evaluation

In order to quantitatively evaluate the performances of the state-of-the-art 3D-2D registration methods an accurate "gold standard" needs to be obtained. During the acquisition of the 3D and 2D images, first ten patients wore an elastic headband with NM = 12 attached fiducial markers (steel ball bearings of 2mm diameter). The 2D images were acquired just before the intervention, and then the headband was removed from the patient’s head. The centers of fiducial markers were extracted from the 3D and 2D images using intensity centroid method.26,27 After the centers of fiducial markers were extracted, the markers were erased from the 3D and 2D images and the corresponding intensities replaced by spline interpolation.28 The registration accuracy of the 3D-2D registration methods was expressed in terms of fiducial projection error (FPE):
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where  and  are 2D and 3D centers of fiducial markers, respectively, P is the projection matrix defined by the C-arm’s pose parameters and Treg is transform matrix defined by the rigid-body parameters qreg. Note that, the matrix Treg was computed by the 3D-2D registration method, while the matrix P was computed either by initialization or by registration method, depending on the test setting described above. 3D-2D registration was executed between 3D-DSA and LAT 2D-DSA and between 3D-DSA and AP 2D-DSA images. Once the 3D-DSA image was aligned to both LAT and AP 2D-DSA images, the reconstructed 3D centers  were computed using epipolar geometry.29 Based on  and  the fiducial reconstruction error (FRE) was computed to measure the 3D-2D registration accuracy as:
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where Tsvd is the rigid-body transform obtained by singular value decomposition.30 The FPEs and FREs obtained by the state-of-the-art 3D-2D registration methods were also compared to the "gold standard" registrations, which are based on the alignment of the fiducial markers. The "gold standard" registrations were obtained by minimizing FRE, where C-arm’s pose parameters of the LAT and AP 2D images and rigid-body parameters of the 3D-DSA image were simultaneously optimized (18 parameters in total). The FPE and FRE values for the "gold standard" registrations ranged from 0.038 and 0.09 mm and 0.038 and 0.06 mm, respectively. 

3.2.2 Qualitative evaluation

In the previous subsection we described a quantitative and objective evaluation of 3D-2D registration that is only possible if fiducial markers are attached to the patient and visible on both pre-EIGI 3D and during-EIGI 2D images. In some cases the fiducial markers may not be visible due to a high magnification factor, while the use of fiducial markers might also obscure the pathology and hamper the intervention. Moreover, the use of dedicated objects for deducing the 3D-to-2D alignment is not desirable during EIGI. In this case, the performances of the state-of-the-art 3D-2D registration methods can be assessed qualitatively by visual inspection and assessment of the 3D-to-2D alignment quality. In ten datasets, the human observer visually inspected the alignment of the 2D-DSA and the overlaid MIP of the registered 3D-DSA image, and marked the registration as "Good", "Fair" or "Bad" (Fig, 4). These ten datasets varied more in appearance than the first ten datasets, since they contained the 2D-DSA images acquired during different phases of the intervention, and used diverse magnification factors so that only small parts of vascular structures were visible in 3D and 2D images, and contained interventional tools. 
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Figure 4. Examples of "Good", "Fair" and "Bad" registration (left, middle and right, respectively) assessed by the human observer. Dark structures represents the vessels in 2D-DSA image, while the white structures represent the MIP of the 3D-DSA image. 

4. RESULTS

4.1 Quantitative evaluation

Tabs. 1 and 2 report the FPE and FRE values of the evaluated 3D-2D registration methods as obtained by optimizing solely the rigid-body parameters or simultaneously the rigid-body and the C-arm’s pose parameters (All), respectively on datasets with “gold standard” based on fiducial markers. The maximal absolute differences of the rigid-body parameters q from the "gold standard" position to initial coarse and fine positions, and final MIP-GC, MIP-MI and BGB positions for datasets with fiducial markers are given in Tab. 3.  








Table 1. FPE values in mm for the MIP-GC, MIP-MI and BGB methods applied to 3D-DSA to single 2D-DSA  registration of the ten image datasets with fiducial markers. FPE for LAT and AP 2D-DSA registrations are shown in top and bottom rows for each method, respectively. The FPE values were obtained either by optimizing solely the rigid-body parameters or simultaneously the rigid-body and C-arm’s pose parameters (All).  

	Test
	 
	Method
	 
	Dataset

	
	
	
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	Rigid-body
	
	MIP-GC
	
	0.83
	7.85
	0.68
	0.92
	1.25
	0.79
	1.15
	0.69
	0.93
	0.70

	
	
	
	
	2.32
	0.19
	0.20
	0.18
	0.33
	9.28
	1.26
	0.22
	0.18
	0.18

	
	
	MIP-MI
	
	0.80
	0.60
	0.65
	0.96
	0.99
	0.71
	1.38
	0.74
	0.93
	0.63

	
	
	
	
	0.65
	0.32
	0.23
	0.42
	0.51
	0.52
	1.62
	0.44
	0.31
	0.16

	
	
	BGB
	
	1.22
	2.21
	0.76
	1.49
	2.27
	1.65
	1.72
	1.26
	1.76
	0.98

	
	 
	
	
	1.26
	0.47
	0.72
	1.01
	1.42
	0.74
	2.32
	0.67
	0.76
	0.39

	All
	
	MIP-GC
	 
	0.29
	0.39
	0.22
	0.21
	0.30
	0.53
	0.62
	0.24
	0.41
	0.31

	
	
	
	
	0.32
	0.20
	0.16
	0.14
	0.28
	0.18
	0.69
	0.23
	0.34
	0.17

	
	
	MIP-MI
	
	0.34
	0.33
	0.19
	0.24
	0.63
	0.45
	0.67
	0.33
	0.56
	0.32

	
	
	
	
	0.84
	0.25
	0.18
	0.38
	0.52
	0.23
	0.86
	0.48
	0.36
	0.20

	
	
	BGB
	
	1.01
	2.38
	0.39
	3.44
	1.73
	4.62
	2.90
	0.94
	1.74
	3.03

	
	 
	
	 
	1.23
	0.49
	0.41
	1.03
	1.42
	0.73
	3.09
	0.85
	0.80
	0.47



Table 2. FRE values in mm for the MIP-GC, MIP-MI and BGB methods applied to 3D-DSA to LAT and AP 2D-DSA registration of the ten image datasets with fiducial markers. The FRE values were obtained either by optimizing solely the rigid-body parameters or simultaneously the rigid-body and C-arm’s pose parameters (All).  

	Test
	 
	Method
	 
	Dataset

	
	
	
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	Rigid-body
	
	MIP-GC
	
	0.52
	3.67
	0.21
	0.28
	0.33
	0.71
	0.31
	0.21
	0.20
	0.25

	
	
	MIP-MI
	
	0.52
	0.30
	0.15
	0.37
	0.51
	0.13
	0.75
	0.20
	0.27
	0.19

	
	
	BGB
	
	0.20
	0.31
	0.30
	0.58
	1.53
	0.85
	0.56
	0.23
	0.50
	0.42

	All
	 
	MIP-GC
	 
	0.10
	0.11
	0.06
	0.08
	0.12
	0.26
	0.24
	0.10
	0.12
	0.07

	
	
	MIP-MI
	
	0.34
	0.07
	0.07
	0.14
	0.29
	0.25
	0.12
	0.33
	0.18
	0.09

	
	 
	BGB
	 
	0.65
	0.74
	0.14
	1.30
	0.79
	1.67
	1.74
	0.60
	0.50
	1.25



FPE values of the MIP-GC method obtained by optimizing solely rigid-body parameters were between 0.18 and 9.28 mm, while FPE values obtained by optimizing all parameters (rigid-body + C-arm pose) were between 0.14 and 0.69 mm. The MIP-MI method obtained FPE values between 0.16 and 1.62 mm for optimizing rigid-body and FPE values between 0.18 and 0.84 for optimizing all of the parameters. The BGB method was consistently less accurate than the other two methods with FPE values between 0.39 and 2.32 mm for optimizing rigid-body parameters and with FPE values between 0.41 and 3.44 mm for optimizing all parameters.       

FRE values for the MIP-GC method were between 0.20 and 3.67 mm by optimizing solely rigid-body parameters, and between 0.06 and 0.26 mm by optimizing all parameters. The MIP-MI method obtained FRE values between 0.13 and 0.75 mm by optimizing rigid-body parameters and FRE values between 0.07 and 0.34 by optimizing all parameters. Similarly to FPE-based analysis the FRE values for the BGB method were consistently less accurate, i.e. between 0.2 and 1.53 mm by optimizing rigid-body parameters and between 0.5 and 1.74 mm by optimizing all parameters.       

Table 3. Maximal absolute differences of the rigid-body parameters q = (tx, ty, tz, ωx, ωy, ωz) from the "gold standard" position to initial coarse and fine, and final MIP-GC, MIP-MI and BGB positions for datasets with fiducial markers. Note that tx, ty and ωz denote the in-plane parameters, while tz, ωx and ωy denote the out-of-plane parameters.

	 Method
	 
	tx [mm]
	ty [mm]
	tz [mm]
	wx [o]
	wy[o]
	wz [o]

	initial coarse
	
	8.61
	24.94
	58.36
	0.83
	0.56
	0.57

	initial fine
	
	1.94
	1.42
	58.36
	0.83
	0.56
	0.57

	MIP-GC
	
	3.64
	10.42
	48.23
	5.18
	1.20
	1.26

	MIP-MI
	
	1.27
	1.62
	4.27
	0.78
	0.58
	0.58

	BGB
	 
	3.33
	2.09
	10.04
	12.04
	1.26
	10.98



4.2 Qualitative evaluation

The qualitative evaluation of the 3D-2D registration methods performed by visual assessment is given in Tab. 4, both for optimizing solely rigid-body parameters or simultaneously the rigid-body and the C-arm’s pose parameters (All). The maximal absolute differences of rigid-body parameters q with respect to the final position obtained by the MIP-MI method to initial coarse and fine positions, and final MIP-GC and BGB positions are given in Tab. 5.

Table 4. Evaluation of the 3D-2D registrations obtained by the MIP-GC, MIP-MI and BGB methods for 3D-DSA to LAT and AP 2D-DSA registrations of the ten image datasets used for qualitative evaluation. The values "G", "F" and "B" in the table correspond to visual assessment of registration as "Good", "Fair" and "Bad".  

	Test
	 
	Method
	 
	Dataset

	
	
	
	
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20

	Rigid-body
	
	MIP-GC
	
	B
	G
	G
	G
	G
	B
	G
	G
	F
	G

	
	
	
	
	B
	G
	G
	G
	G
	B
	G
	G
	G
	G

	
	
	MIP-MI
	
	F
	G
	G
	G
	G
	B
	G
	G
	G
	G

	
	
	
	
	G
	G
	G
	G
	G
	G
	F
	G
	G
	G

	
	
	BGB
	
	F
	G
	G
	G
	F
	B
	F
	G
	F
	G

	
	 
	
	
	B
	G
	F
	G
	F
	B
	F
	G
	G
	G

	All
	
	MIP-GC
	 
	G
	G
	B
	G
	G
	B
	G
	G
	G
	G

	
	
	
	
	G
	G
	G
	G
	G
	F
	B
	G
	G
	G

	
	
	MIP-MI
	
	G
	G
	G
	G
	G
	G
	G
	G
	G
	G

	
	
	
	
	G
	G
	G
	G
	G
	G
	G
	G
	G
	G

	
	
	BGB
	
	G
	G
	B
	G
	G
	B
	F
	G
	G
	G

	
	 
	
	 
	G
	G
	G
	G
	B
	B
	B
	G
	G
	G








Table 5. Maximal absolute differences of rigid-body parameters q = (tx, ty, tz, ωx, ωy, ωz) from the final position obtained by the MIP-MI method to initial coarse and fine, and final MIP-GC and BGB positions for datasets used for qualitative evaluation. Note that tx, ty and ωz denote the in-plane parameters, while tz, ωx and ωy denote the out-of-plane parameters.

	 Method
	 
	tx [mm]
	ty [mm]
	tz [mm]
	wx [o]
	wy[o]
	wz [o]

	initial coarse
	
	41.03
	36.87
	48.08
	4.81
	7.63
	7.08

	initial fine
	
	3.67
	3.70
	48.08
	4.81
	7.63
	7.08

	MIP-GC
	
	16.96
	4.74
	43.53
	1.44
	7.69
	3.59

	MIP-MI
	
	0
	0
	0
	0
	0
	0

	BGB
	 
	12.57
	10.57
	65.66
	3.17
	3.77
	3.44



When optimizing solely rigid-body parameters the MIP-GC method achieved 75% "Good", 5% "Fair" and 20% "Bad" registrations. The MIP-MI method seemed to be more successful with 85%, 10% and 5% registrations marked as "Good", "Fair" and "Bad", respectively. The least successful was the BGB method for which 50%, 35% and 15% of registrations were marked as "Good", "Fair" and "Bad", respectively. 

When all parameters were optimized simultaneously, the MIP-GC and the MIP-MI methods were also more successful than the BGB method. The MIP-GC method had 80%, 5% and 15% marked registrations as "Good", "Fair" and "Bad", respectively, while for the MIP-MI method all registration were labeled as "Good". The BGB method had 70% "Good", 5% "Fair" and 25% "Bad" registrations.  


5. DISCUSSION & CONCLUSION

In the last decade, a number of 3D-2D registration methods were proposed particularly for the application in cerebral-EIGI. In general, these methods are concerned with finding six rigid-body parameters of the pre-EIGI 3D image, while assuming that the pose of the C-arm imaging system is known and follows from the C-arm calibration. Evaluation of the 3D-2D registration methods usually requires some reference or "gold standard" registrations,31,32 about which a set of random rigid-body displacements of the pre-EIGI 3D image are generated. Then the 3D-2D registration is run repeatedly, each time using as initialization one random rigid-body displacement from the set. Based on the final displacement from the "gold standard" registrations, the registration accuracy, capture range and success rate are computed. This scenario, however, does not mimic the real initial conditions seen in practice for two reasons. First, the C-arm’s pose parameters are usually not accurately known, because the imaged object may not necessarily be in the isocenter of the C-arm, and second, the displacement of the 3D image from the "gold standard" is not known a priori and can far exceed the capture range of the 3D-2D registration method. Initial rigid-body parameters and the C-arm’s pose parameters obtained from the DICOM header may lead to initial displacements from the actual "gold standard" position up to 40 mm for in-plane translations and up to 7o for in-plane rotations (Tabs. 3 and 5). Such a large initial displacement is beyond the capture range of all of the tested state-of-the-art 3D-2D registration methods. Therefore, we proposed an approach to refine the initial rigid-body and the C-arm’s pose parameters that reduced the error of the in-plane translations below 4 mm, which should be sufficient in most cases to obtain a successful 3D-2D registration. Using the initial coarse and fine positions, we analyzed the performances of three state-of-the-art 3D-2D registration methods under real conditions, using twenty real clinical image datasets. Furthermore, we demonstrated that besides the rigid-body parameters of the pre-EIGI 3D image the C-arm’s pose parameters also need to be optimized to achieve high registration success rates.

Among the twenty real clinical image datasets, the first ten datasets contained images with fiducial markers acquired at the start of the cerebral-EIGI, which were then used to measure the actual accuracy of the registration methods, i.e. quantitative analysis. The last ten datasets contained the images of different cerebral-EIGI scenarios, which were used to measure the robustness of the registration methods to various registration-hampering phenomena. In these cases, the final alignment of the 3D-DSA and corresponding 2D-DSA images was visually assessed, i.e. qualitative analysis. The image database of twenty patients undergoing cerebral aneurysm or arteriovenous malformation treatment, containing pathologies of various degrees and the 2D+t images acquired in different phases of the EIGI that differ in sizes, gantry orientations and magnification factors, while some even contain interventional tools, seem to be representative of the real clinical situation and enables a thorough evaluation of the performances of the 3D-2D registration methods, from which  
reliable conclusions can be drawn.

Three state-of-the-art intrinsic image-based methods, namely the intensity-based MIP-MI and MIP-GC and the gradient-based BGB were tested in two different settings. In the first setting all the methods were run optimizing solely rigid-body parameters of the pre-EIGI 3D image, while in the second setting the rigid-body and the C-arm’s pose parameters were optimized simultaneously. Based on obtained results, the two intensity-based methods performed best both in terms of accuracy and success rate when all the parameters were optimized simultaneously. Regardless of the setting the BGB method was consistently less accurate and generally less successful; for 3D-DSA to LAT 2D-DSA registration in patient 2 and 6 it was more successful than the MIP-GC (cf. Tab. 2). Overall, the MIP-MI method seems to significantly outperform the other methods in terms of success rate as it successfully registered all 3D-DSA to the corresponding 2D-DSA images. Meanwhile the MIP-GC and the BGB methods had 80 and 70% of successful registrations, respectively. On the other hand, when the initialization was within the capture range of the MIP-GC method, it turned out to be the most accurate with maximal FPE and FRE of 0.69 and 0.26 mm. The MIP-MI were somewhat less accurate with maximal FPE and FRE of 0.84 and 0.34 mm, while the BGB method was the least accurate with maximal FPE and FRE of 2.32 and 1.53 mm. Most importantly, the results indicate that compared to searching solely the rigid-body parameters, by searching simultaneously for rigid-body and the C-arm pose parameters significantly improves both the accuracy and success rate of 3D-2D registration methods.

Based on the presented results, we conclude that by using the two intensity-based methods a highly accurate 3D-DSA and 2D-DSA registrations can be obtained, surpassing the requirements of accuracy for the cerebral-EIGI. However, a pre-requisite for translating either of these two methods into the interventional suite requires real-time execution, which could be achieved by implementation on graphics processing unit (GPU),33,34 and, more importantly, an indication of registration failure. Our future research efforts are therefore directed towards the development of fast method implementations and of methods for automatic detection of registration failure. 
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