Overview/Elevator Pitch

The global move of voice traffic from circuits (via the public phone network) to packets (via the internet) will dramatically increase total transmission bandwidth requirements for voice unless steps are taken to improve efficiency. Circuit-switched voice signals flow across the switched network with little overhead, like water through a series of pipes. Packets, on the other hand, require headers--often larger than the payload--like large tags on tiny bottles (Figure 1). 
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Figure 1: Packet traffic requires large headers that are often bigger than the payload. Header Compression (HC), while used, is not widely accepted because it either operates on individual links (burdening nodes with unacceptable processor loads and adding to latency) or requires extensions to standard protocols (a difficult process) [RFC4247].

Session Bridging builds on the capabilities of a Software Defined Network (SDN) to offer dramatic bandwidth savings by replacing headers with a much smaller Virtual Circuit Identifier (VCI) for each call connection or media flow.  Session Bridging: 

· Increases the number of packetized voice sessions on a fixed bandwidth by at least four,  and up to ten times when applied with voice payload compression,
· Saves large sums on transmission costs for VoIP carriers who lease transmission circuits,
· Offers a lower-cost platform to expand VoIP services,
· Does not affect existing customers' services or hardware,
· Involves minimal hardware changes within a network (largely a software solution),
· Makes "chatty" protocols less of a burden on the core network which lowers the cost of high quality real-time video conferencing, PC gaming, and industrial functions,
· Travels on unmodified Label Switched Paths (LSPs), by using an MPLS label as the circuit identifier, extending the useful life of today's MPLS routers, and
· Potentially maximizes radio spectrum by extending the VCs/LSPs for Session Bridging through the Radio Access Network (RAN) as far as mobile devices.

Session Bridging is significant because cheaper and higher quality communications will benefit society, allowing innovations and opening access to services.  Initial improvements could be:

· Real-time video telemedicine to allow doctors to 'see' patients in hard to reach areas. 
· Economical cellular backhaul allows mobile providers to expand into previously under-served, thinly populated regions.
· Additional improvements to streaming media, online gaming, and other content will continue to drive the economy and create new competition in the marketplace.  
This proposal envisions an initial small hardware product followed by a software product scalable on servers and a licensing program to carriers and equipment manufacturers.
Commercial Opportunity

The in-roads of Voice over IP (VoIP) have increased over the past 20 years but still use the original, inefficient IP header routing.  Multiple, in-progress business drivers ensure that all voice services will eventually move to packets.
· Efforts by major carriers will lead to a shut-down of the Public Switched Telephone Network (PSTN), forcing legacy circuit-switched voice service onto packet networks.

· Cloud-based phone services that use VoIP are growing in popularity around the world (Skype, FaceTime, Vonage, etc.).

· 5G LTE cellular services (VoIP and VoLTE) require that voice calls move as packets.

· Session Initiation Protocol (SIP signaling) and VoIP will replace the circuit-switched Primary Rate Interface (PRI) as the format of choice for bulk voice access.

Session Bridging fills the exact need caused by this shift.  If a Proof-of-Concept succeeds and Session Bridging is commercialized there will be a market that benefits customers and society: 

1. Increased network efficiency is the only way to handle the coming traffic increase without near-term major network expansions.  VoIP carrier networks are vulnerable and Session Bridging will allow customers to not just meet the demand but to lower prices and increase revenue at the same time.  

2. Session Bridging can alter the economics of conversational connectivity.  Cheaper bandwidth will spark innovation in fields that require real-time interactions.  Remote or telemedicine, business collaboration, and online gaming will no longer be constrained by the expense of low latency.     

The Value Proposition 

Current network bandwidth is expensive to lease.  One example reveals the high cost:  an inter-city trunk between major switching centers in Ashburn, VA, and New York City.   

· 1 Gbit/s
  $5,500  Monthly Recurring Charge 
· 10 Gbit/s
$14,000  Monthly Recurring Charge

On this representative route, the 10-fold gain of Session Bridging allows the voice traffic that might require the 10 Gbit/s link to be carried on the 1 Gbit/s link.  Annual savings: over $100,000 on a single link.  Carriers who own some, or all, of their fiber may not directly pay these monthly charges to other companies but they have high internal costs associated with owning their own network. Session Bridging increases both capacity and revenue of assets.  The link in question could be between VoIP providers.
Target Markets

The initial targets for Session Bridging are 
Cellular providers.  They  break down into several use cases related to "backhaul" on the link from the provider’s cell tower to their core switch, currently a $40 billion annual market.  
1. Carriers that lease or own backhaul links from a tower directly to their own switching centers.  With control of the link they can configure it for Session Bridging and install one of our small gateways at each end to gain a fourfold capacity increase.

2. Carriers that service high-density or rural populations (Carolina West, Cinci Bell).  Session Bridging increases the link efficiency on cell backhaul that is expensive because of the great distances between the tower and switching center.  In Western states this backhaul is often carried over expensive microwave that's not easily expanded.  
3. Local Exchange Carriers that provide backhaul links.  In high-density population centers these Service Providers can improve the quality and density of their service without adding backhaul bandwidth.  Session Bridging makes it more profitable for them to increase their service to mobile carriers.
Smaller VoIP Service Providers (Vonage, 8x8, Massergy, etc.) that own switches and lease transmission capacity on MPLS networks.  Higher efficiency from Session Bridging allows these VoIP Providers to lower the cost to their customers while increasing their revenue, even as they may continue to lease bandwidth on other networks.  Many of these Service Providers already focus on low-cost products which strengthens the contribution of Session Bridging to their value proposition.

Larger Networks running VoIP (CenturyLink) will follow early adopters.  Many of our initial target customers lease network capacity on these larger networks and will have the incentive and leverage to help convince these second-market carriers to add Session Bridging.  Whereas our initial target customers were VoIP providers, these larger networks will see benefits from VoIP but also from other applications such as video conferencing, online gaming, etc.

Once Session Bridging works across these larger networks, Equipment Manufacturers become potential customers and partners.  Their carrier customers the will encourage the changes to interfaces on routers and switches needed to achieve the greatest  bandwidth savings.
We will approach developers of SDN software (Brocade, Big Switch, Cisco, 128 Technology) and router makers (Avaya, Extreme, Juniper, Cisco) to include Session Bridging as an out-of-the-box feature.  The purchaser of the equipment would still pay the license fee, but this channel would reduce cost-of-sales while increasing revenue as Session Bridging would become an add-on purchase. 

Session Bridging should be standard on any Software Defined Network Controller, with a separate annual fee for the license key.  Partnering with equipment makers to supply license keys and collect payments (similar to firewall features on routers today) could add another revenue stream while simplifying the cost of collection. 

Long term, there is potential for Session Bridging connections to extend all the way to a cellular carrier’s mobile devices.  That design increases efficiency on the crowded Radio Access Network (RAN) without imposing the processing overhead incurred by the current use of RoHC [RFC5795] header compression on individual radio links.  

Further validation of these markets is being sought through:

· Meeting with technical and business industry experts to educate and collect feedback. Initial meetings have resulted in letters of support included in this proposal. 
· Formation of an Advisory Board of supportive technical and business leaders.
· Continuing validation through participation in industry forums and conferences.
· Presentation of defined products to prospects to gauge the perceived values of features and their levels of interest.
Revenue Projections

The business model is flexible.  Licensing details need to be worked out individually with implementers but there are multiple options:  annual license fee per unit of hardware (price dependent on capacity of the hardware), one-time sale with hardware, usage based billing, bundling into a hardware support contract, and bundled with hardware we sell.  
To start, the intent is to offer small hardware devices that include Session Bridging gateway software optimized for cellular carriers' backhaul links.   We believe backhaul is an acute pain point that will lead to quick adoption.  These devices would be existing routers based on the Linux operating system that will run gateway functions as an additional process. 
Manufacturers of suitable routers maintain cloud-based network management systems (NMS) that offer management, monitoring, and software maintenance for the router platform.  The NMS enables the routers based on a subscription model that can enforce license payment by restricting or disabling the router if a subscription lapses.  This mechanism would be another revenue stream for ongoing licenses and potential a management service.  All major buyers of routers now require a cloud-based NMS, particularly for Internet of Things (IoT) applications.
For this proposal, revenue projections assume:

· License per Edge Gateway node running Session Bridging 
· on a large device such as in a central office or data center: average $2500 per year; 
· on a small Edge Gateway such as in a cell tower:  $300 per year
· Small hardware Edge Gateway such as for cell tower:  $2000 average over 5 years.  Each devices pays a $300 license fee in first and succeeding years.

· License per SDN Controller managing Session Bridging networks:  $4,000 per year for the ability to control Session Bridging sessions in Edge Gateways.
Projections (Table 1) assume most initial networks will include only one SDN controller though redundancy and tiered networks will add SDN Controllers inside a single network.  Large jumps in sales and revenue are projected as Session Bridging adds indirect sales from companies that license Session Bridging from manufacturers rather than directly from W. A. Flanagan, Inc. and as cellular carriers deploy across more towers.   
These estimates do not include revenue from possible partners adopting the technology.  For example, Session Bridging complements microwave radio backhaul (DragonWave, etc.) and session-oriented routing (128 Technology).  Such a sales channel could ramp up quickly.
Table 1:  Revenue Projections for Session Bridging Software Licenses 
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Competitors 

Session Bridging has competition but enjoys strong insulation from it.  

Indirect competition from payload compression is reaching a point of diminishing returns, especially for VoIP.  Existing compression is already quite successful for the payload but leaves the large header untouched. 

Direct competition from other header compression has not produced promising results.  Current attempts at Header Compression (HC) are impractical as they operate on only one link, between adjacent routers [RFC5795] and impose a large load on routers' CPUs with increases to latency.  

[RFC4247] and other publications [e.g., US2014/0169158] describe a way to compress headers by routing packets over Label Switched Paths (LSPs).  In RFC 4247 the authors acknowledge that the method won't work until many existing protocols (cRTP, etc.) are modified.   To avoid such problems Session Bridging isn't applied to signaling packets.  Other companies may attempt similar products based on RFC4247 but the Session Bridging patent ('467 and related) was drafted to have broad coverage based on not maintaining a single session.  

Session Bridging can alter platform economics for Real-Time connectivity by making it much cheaper and easier to increase the responsiveness of connections.  This update can make innovation for low-latency applications practical whereas today they are prohibitively expensive.  Promising examples include:

· High-quality, real-time video to support telemedicine allows doctors to talk to and diagnose patients where lower quality video impedes understanding.

· More efficient cellular backhaul increasing quality and density of cellular voice coverage across the United States.  

· Cheaper conferencing encourages new companies to form based on collaboration across the country and the world.  

Commercialization Risk and Resources 

The research to accomplish these goals is risky. 

· The software architecture is complex and requires specialized technical skill to create. 

· The revenue plan is based on hardware manufacturer’s willingness to add Session Bridging as an out-of-the-box option on their hardware.

· SDN vendors and router/switch manufacturers may not take seriously a start-up with a new idea.

· Complexities of VoIP signaling protocols may prove difficult.  Session Bridging removes headers from only the voice bearer packets.  SIP and other signaling packets, a miniscule portion of the total bandwidth, continue to be routed based on their IP headers.

· Existing equipment built on ASICs and custom hardware may require different interface implementations.  In particular, changes are needed on most routers and switches to allow Layer 2 (Link) protocols other than Ethernet (to achieve a smaller header).  These changes should be limited to modules or interface cards and not require extensive work.
· Carriers may not see the value in extending the useful life of existing MPLS hardware, be reluctant to be the first to adopt such a large change in packet handling, or hesitate to incorporate into their core networks anything backed by a start-up company. 
· Backhaul carriers may not want to extend MPLS LSPs beyond their own equipment, into an Edge Gateway for the sole benefit of the cellular carrier.
Full commercialization will require resources beyond this grant.  Since the patent was granted, the PI has researched protocols and applications but his small consultancy lacked the resources to develop software or mount a test network.  Successful proof of Session Bridging will launch the proposing firm into significant growth as it becomes a hardware manufacturer, software developer, sales, and support organization.  
Table 2 lists key resources and how to obtain them for this project and beyond.  At least two-thirds of the research will be performed by W. A. Flanagan, Inc., during this project.

Table 2:  Sources for Resources
	Resource
	Source
	Timing

	Principal Investigator
	W. A. Flanagan, Inc.
	Inventor and proposal developer available at project start

	Software architect and planner
	Consultant to W. A. Flanagan, Inc.
	Available at project start

	Programmers skilled in routing protocols, telephony, SIP signaling, and related areas
	W. A. Flanagan, Inc., has a network of contacts that can perform this work
	Identify in 3 months; hire at start of award period

	Space for office, workshop, and labs
	W. A. Flanagan, Inc.
	Available at project start

	Advertising and promotion
	PI from W. A. Flanagan, Inc., is APR accredited by Public Relations Society of America
	Ongoing, with documentation and presentations already developed

	Direct sales and business development
	W. A. Flanagan, Inc., knows experienced industry sales people who are interested
	Identified;  ready once project demonstration proves successful

	Operating funds
	Phase 2 SBIR;  angel investor;  customer investment
	Seek to close in 2017


The Innovation 

VoIP and other applications, such as video conferencing and networked online gaming, require many small packets, typically 50 per second, to maintain quality (low latency) and prevent callers from speaking over each other.  Today, each packet requires the same large header. 

Current approaches to compression in routed networks maintain a paradigm that every packet must contain the payload and full header information.  Most payload compression ignores the header completely.  Preliminary attempts to compress headers have started with the premise these headers cannot be separated from the payload of the packet.  This assumption has limited the effectiveness of current header compression attempts. 

Session Bridging starts with the foundation that these headers, while important for upstream and downstream applications, are not needed to route the packet on the network itself.  Session Bridging removes headers entirely, rather than compress them, producing dramatic reductions in bandwidth per phone call and still-significant reductions for other streaming media made up of larger packets.  

Session Definition
      A 'session' is a logical entity on a device that exchanges data, signaling information, or routing updates with other devices on a network.  A 'protocol stack' is a collection of software that performs the work of translating the information from an application into packets on the physical network.  Stacks typically have multiple layers; PHYsical, NETwork, session, application.  Each layer will add its own header to a payload;  Ethernet, IP, UDP, RTP.
To route packets without headers, Session Bridging splits the traditional session between end devices (phones) into two related sessions. The initial session is created as the device calls into the network.  A separate session from the far end of the network to the 'called' end device reconstructs headers on each packet to hide the bridging operation from the customer equipment.

To accomplish this feat, Session Bridging:

1. Ends the initial session at the network’s front gateway, which strips headers from the packet payload.   

2. Creates a second session at the network’s end gateway which recreates the headers in a separate session as packets exit the network.  

3. Forwards packets along a Virtual Circuit through the network.  An SDN Controller or other mechanism creates the VC by populating the forwarding tables of all nodes along that path with a short Virtual Circuit Identifier (VCI, MPLS label).  

The greatest benefits accrue from SDN technology that sets up virtual circuits automatically, on demand.  However, the value of Session Bridging applies to MPLS networks configured manually or by means other than an SDN Controller.  The innovation of Session Bridging may be adopted in stages, with the initial step taken on unmodified carrier networks by adding gateways at the edges.
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Session Bridging greatly increases the efficiency of small-payload traffic (Figure 2). When combined with standard voice compression (legacy [G.711] payload changed to [G.729]), Session Bridging increases the capacity of a link up to 10 times.  

Figure 2:   Session Bridge replaces the full headers with a Virtual Circuit Identifier (VCI); 

The patent application for Session Bridging was made in 2012.  While research on protocols was don, no software development was performed for lack of resources.  Session Bridging is not yet fully specified.  Questions remain about interfaces between software functions controlled by different vendors, the ability to run new software applications on Edge Gateway routers, synchronizing the session pairs, and what work is needed on Central Controllers to set up a Virtual Circuit.  Each of these questions poses a risk.

Research is needed to prove that this method can be turned into a commercial product.  The research will have four main elements: 

1. The SDN Central Controller will be updated to bridge sessions on either side of a network; it is not known if this type of coordination has been attempted. 

2. The Virtual Circuit will need to be disseminated from the Central Controller as a short VCI rather than full IP headers.  Work by other has started in the form of LSP setup.
3. The Edge Gateway  software will be written to strip and recreate headers on each packet as well as attach and remove the VCI; this is a new process. 

4. The internal, network nodes must be shown to forward voice packets based on the VCI while handling signaling packets as before--among an IP PBX, utility servers, and multiple IP phones. 

The main goal of Phase I consists of writing hardware-agnostic software for the gateway router that allows it to run Session Bridging and to make voice calls across a model of a standard MPLS network.  A successful conclusion will be VoIP calls connected using Session Bridging over a representative MPLS router network.  Note that Session Bridging connections remain on managed networks and nodes;  these calls do not encounter the problems that VoIP requests have with firewalls between the Internet and an enterprise network.
If successful, Session Bridging will be a software-only upgrade for customers that already have an SDN and compatible edge routers;  little or no hardware or capital upgrades are needed. This makes it significantly easier to commercialize and is a model that can become an industry standard.  Maximum savings will require new interface modules on core switches to avoid the requirement for Ethernet headers.
We believe there will be a market for a small stand-alone Edge Gateway that can be added into existing networks without a major change.  That product is similar to the router on which we plan to develop the PoC software.  Thus the first product could be introduced to cellular backhaul relatively quickly, before obtaining buy-in from major hardware makers.
The proposed Proof-of-Concept will not attempt to extend a Central Controller to set up LSPs on demand.  That function is  technically challenging and already the subject of research and many publications.  Some SDN Controllers can set up LSPs now.
MultiProtocol Label Switching (MPSL)
      Routing a packet involves comparing the destination IP address in the header of each arriving packet to data in a local forwarding table that identifies the optimal (perhaps only) way to send that packet forward.  To simplify forwarding, Label Edge Routers (LERs) add a 4-byte header (the Label, MPL) before the IP address.  Label Switched Routers (LSRs) forward packets based on the Label alone, ignoring IP addresses.  Labels in forwarding tables of network nodes define the logical Label Switched Path (LSP)--a virtual circuit.

We will focus only on voice calls, which will allow us to maximize the impact of our limited time and resources. We will initially create VCIs that mimic MPLS Labels, the part of the large header that currently routes traffic in MPLS. If we are successful we can create a voice connection without updating the core network MPLS nodes.   

The method of Session Bridging is protected by US Patents 8,949,467 and 9,420,071:  Systems and Methods of Header Compression in a Software Defined Network.   The PI on this proposal, Flanagan, is the sole inventor on these patents.  They offer wide protection as they cover any method of stripping headers at the front Edge Gateway and recreating them at the far Edge Gateway--the Claims do not mention SDN.  Bridging separate sessions is our preferred technique to accomplish this task, but all are protected.  A pending third patent describes the use case where the 'compressed' packet reaches a mobile device over the radio access network without ever being 'decompressed.' 

There is neither NSF lineage nor other support for the project other than the cost of obtaining the patents that was funded by the PI.  None of the patents has been assigned elsewhere.

The Company/Team 

W. A. Flanagan, Inc., a small, majority woman-owned business, was founded by William Flanagan and Dolores Libera.  Ms. Libera is the majority shareholder in the Subchapter S corporation registered in Virginia in 2002.  If awarded the SBIR Phase 1 grant, Mr. Flanagan will devote 80% or more of his time to the project; Ms. Libera will devote 30% of her time to the project as CFO and facilitator.  

Company operations for the past three years have consisted of consulting by Mr. Flanagan and Ms. Libera for separate clients. Work included writing and editing major proposals, product definitions, vendor negotiations for clients, newsletters, magazine content, and product planning.  During this time Flanagan studied protocols, header compression variants, and potential use cases but did not attempt software development.  If awarded, the SBIR project would take precedence.   

Revenue at W. A. Flanagan, Inc. averaged $120,000 per year for the past three years, with no government support or private investment.  The corporation is registered with tax authorities and has maintained a payroll service.

Mr. Flanagan is occasionally approached by referral services with potential expert witness engagements.  One case is active at this writing; it requires only a few hours per month and would not interfere with the SBIR program.  The probability of selection for another case is low and need not be accepted.
Mr. Flanagan is a long-time expert in packet networks and telephony.  Among his six books are "Frames, Packets, and Cells in Broadband Networks" and "Voice over IP and Unified Communications."  He has been VP of Marketing for two public companies (one off which he helped grow from start-up through IPO) that brought many new and innovative networking products to market with his guidance.  Among the products:

· First networking T-1 multiplexer 
· Frame Relay Access Devices (FRADs) and X.25 switches with voice capability 
· First compact new-generation channel bank 
· First networking multiplexers designed for very large networks (>10,000 nodes) 
Krishna Ragareddy, VP of Software Engineering at Encore Networks, has agreed to consult for the project in the capacity of software architect.  He is highly experienced in software design for communications equipment and applications.  He knows routing and signaling protocols as well as multiple programming languages on multiple processors.  He was a key designer and lead manager for many new router products introduced over the last 25 years.

Other participants will be similarly experienced in their areas:  software coding, protocols, management APIs, and telephony signaling.

The vision of the company is to develop this technology and grow as a software licensing firm and provider of hardware devices.  As revenues increase, the staff will expand to take on support roles for users of the technology:  installation, customization, response to requests for new features, and consulting on migrations.  Direct sales to carriers would be pursued, as would indirect sales channels such as system integrators and manufacturers of carrier equipment.   
Technical Discussion and R&D Plan

The network landscape for today’s VoIP traffic includes a mix of traditional IP networks and Software Defined Networks (SDNs).  In both instances the connection between the end-user devices (phones) is routed across the network by large headers and is handled in a single session.

The base encoding algorithm for voice is pulse code modulation (Recommendation G.711) published by the International Telecommunications Union. PCM encodes voice at 64 kbit/s, producing 160 bytes in 20 ms (50 packets per second).  

Many products apply the G.729 standard (encoded at 8,000 bit/s using code-excited linear prediction, CS-ACELP).  This compression reduces the payload bandwidth to 20 bytes per packet but does not affect the size of packet headers.  Cell phones may encode at about 13 kbit/s.

Each 20 byte payload packet (G.729) requires the same headers which can total near 100 bytes -- five times the size of the compressed payload: 

· Ethernet (24 bytes including preamble)
· IPv6 (40 bytes) 
· UDP (8 bytes)

· Real-time Transmission Protocol (RTP, 16 to 24 bytes) 

Carriers often add more headers for internal traffic management including:

· Another layer 2 (link level) protocol (MPLS tunnel label, Ethernet for carrier bridging).

· Headers for security (IPsec, various tunneling methods).

· Virtual Private Network technologies which put an additional field in the IPv4 header.  
· 
· 
Session Bridging targets this header bandwidth.  The large headers are stripped off the packet at the entry Edge Gateway and recreated at the exit edge gateway.  While on the network, the packet is routed using only the VCI.
To achieve this optimal result, a new type of interface port is needed on routers and switches.  Today multi-Gigabit per second ports are built on Ethernet chips.  Every packet sent or received mush have an Ethernet header.  The globally unique addresses in the Ethernet header are not needed for Media Access Control because the key use case is a point-to-point link between adjacent boxes.  A 5-byte HDLC (High-level Data Link Control) header can do the job when an SDN Controller maps the paths or they are statically configured.  Using Ethernet in the PoC has no significance in validating the concept of Session Bridging.
To facilitate the removal and restoration of headers on either side of the network, Session Bridging splits the connection between phones into two separate sessions.  The initial session from the calling device terminates on the front of the network and initiates a second session from the exit Edge Gateway from the network to the receiving device. The bridge between the sessions is the low-overhead Virtual Circuit through the network created and controlled by the SDN Central Controller or other management method    

Software Defined Networks

The Software Defined Network (SDN) already includes many of the pieces needed for Session Bridging.  The SDN uses a Central Controller to identify the specific path for each new connection (Figure 3), relieving the nodes from running routing protocols. 
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Figure 3:  Software Defined Network performs path finding in SDN controller, updates forwarding tables in routers which no long need to run routing protocols, and thus become 'packet handlers.'

In a current SDN a Path Computation Engine (PCE) finds the best path for a session based on the Traffic Engineering Database (TED), which holds the status of all links and nodes as well as business logic, carrier policy, and customer Service Level Agreements (SLAs).  The SDN Controller sends forwarding table data to all the routers along the path.  The forwarding table entries (Figure 4) define a Virtual Circuit or Label Switched Path (LSP).  
The SDN provides flexibility and speedy provisioning, but no bandwidth advantages.  Full headers are still included with each packet. 
Session Bridging on SDNs
The breakthrough comes from introducing the Session Bridging process to the Software Defined Network.  

When an SDN receives a call connection request, the PCE in the SDN Controller calculates a path through the network.  When applying Session Bridging, the Central Controller kicks off four specific steps: 
Figure 4:  SDN Controller creates data path by populating the forwarding table in each node on the path with the appropriate IP address and port for the next hop.
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Milestones

(1) Detail software architecture and procedures for edge gateway

(2) Assembly of test network

(3) Install first version of edge gateway software on test network
(4) Demonstrate transmission of voice connection over test network using Session Bridging
(5) Demonstrate Session Bridging on cellular tower backhaul circuit
(6) Demonstration to prospective customer and test network

VRF Virtual Routing and Forwarding instance; a virtual router in the LSR
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The Session Bridging project poses interesting technical and business challenges which, if met,
promise to have a significant or even disrupting impact on major communications segments.
'VoIP, mobile customer services, and the backhaul bandwidth market are only the immediate
areas touched. Entrepreneurs will find new uses for lower-cost, lower-latency connections that

consume less bandwidth.




· Assigns a Virtual Circuit Identifier (VCI) to the path. For the Proof-of-Concept we will use a VCI formatted as a four-byte MPLS label on Label Switched Paths, which may point to near-term commercial uses.
· Populates the routing tables in nodes along the path with the VCI (MPLS label) rather than the full IP address which creates the virtual circuit (Figure 5).  This step is the same as setting up a Label Switched Path.  The Proof-of-Concept will use pre-defined routes to focus development work on the synchronized sessions in the End Gateways.   
In a less-dynamic network, such as an enterprise backbone or a smaller VoIP service provider, routing tables may be configured in other ways, even manually.  Session Bridging can use any existing virtual circuits or label switched paths.
· 
· 
· 
· 
Figure 5:  Session Bridging utilizes, where available, an SDN Controller's control of forwarding table entries; sends the VCI to the entry Edge Gateway to attach to packets of the call. Outside the network packets have IP and UDP addresses.

· The entry Edge Gateway terminates the originating session, strips the large headers from each packet, and substitutes the assigned VCI.  This VCI is then used to direct the packet through the network on the virtual circuit.  
· A second session at the exit Edge Gateway at the far end of the virtual circuit completes the connection to the called device.  The exit session mimics the originating session.  As each packet leaves the network, compatible headers are rebuilt so that downstream applications are unaffected. 
A feature of a Virtual Circuit is that packets are always delivered in sequence.  The forced order removes the need for sequence numbers in the packets and reduces the need for buffering which is typically used for re-order by the receiver.  This saves bandwidth and reduces latency.  If a network link fails during a call, there is only a brief outage as the network adjusts the Virtual Circuit around the failed link.  

Session Bridging can easily incorporate tunneling to further optimize a network.  The SDN Controller can stack multiple VCIs on a packet to route the Virtual Circuit through a pre-defined tunnel.  The low overhead on a tunnel makes it an attractive way to minimize the signaling traffic between the SDN Controller and individual nodes.  
Tunnels are appealing along frequently requested links or even directly between pairs of Edge Gateways.  An additional VCI is is on the packet only while it is 'in the tunnel.'   Signaling need addresses only the Edge Gateways at the ends of a tunnel, not the LSRs along the path.   

For this PoC, manual configuration of the MPLS network is practical.  A rollout of Session Bridging to carrier scale requires the presence of an SDN Controller or some manager to the large number of LSP setups quickly enough to provide an acceptable service response.  
Table 3:  Internet Routing vs. Software Defined Network

	Attribute
	Internet or MPLS Routers
	Central SDN Controller

	Network Topology Knowledge
	Distributed among routers
	Held in central Transmission Engineering Database

	Path finding for new connection
	Routing protocols on routers
	Path Computation Element of SDN

	Packet ordering
	Prepared to deal with out-of-sequence packets
	 Virtual Circuit delivers all packets in order

	Tunnel setup
	Extra step of traffic engineering
	Simple stacking of VCIs by SDN Controller

	Tunnel type
	MPLS label switched path

	Effect on end IP service
	None


Technical Proof-of-Concept

The Phase I Proof-of-Concept will focus on the software in the Edge Gateways.  If we can successfully connect a VoIP call across a test MPLS network we believe that we can further refine the software to a commercialized product.  The proof for Session Bridging lies in: 

1. Coordinating the two 'twin' sessions of a single connection, and

2. Stripping and recreating the headers at the entry/exit of the network  
3. Hiding the process from the calling and called devices
To focus solely on these functions in the Edge Gateways which are the heart of Session Bridging, we will make several simplifications. 

1. No SDN Controller will be included;  LSPs will be configured statically.
2. The test network nodes will use MPLS and our initial VCI will mimic the MPLS label which will show that deployed core network nodes can process Session Bridging without any changes. 
3. All interfaces on the equipment will use Ethernet as the link protocol, obviating any changes to hardware.  The optimal implementation of Session Bridging changes the link protocol to something simpler, such as HDLC, but that step requires new hardware interface modules. 
4. Only those headers inside the MPL will be removed and restored.
The plan for the test network (Fig. 6) consists of three Label Switch Routers in a ring (a minimal mesh) with an edge gateway attached to each.  
· The links between a gateway and its LSR carries LSPs for voice and for SIP signaling.  Protocol headers are:
· Voice packets:  voice/MPL/Enet
· SIP signaling:   SIP/TCP/IP/MPL/Enet
· One LSR is also configured as a Label Edge Router (LER) with an Ethernet LAN connected for the VoIP PBX (or a cloud-based VoIP service) and a control node (PC).  
· Each LSR will have an instance of a virtual router to handle the signaling packets based on IP address.

· Gateway routers will present a standard Ethernet LAN to the IP phones.Figure 6:  Test network for Session Bridging proof of concept.
The PoC consists of successful calls placed among the three phones with the voice bearer packets crossing the LSPs between LSRs without those headers normally found in the packets between the payload and the MLP.
IP phones will register with the IP PBX.  SIP signaling from and to the phones will terminate on the IP PBX or another phone.  The LSR functions will not do more than transport voice packets.
The schedule anticipated at this early date appears in the Gantt chart, below. 
Commercial Feasibility  

Commercial readiness activities will occur in parallel to the technical Proof-of-Concept so that when the technical feasibility is confirmed we will be prepared.  We recognize that successful commercialization of this idea will transform the proposing company and require rapid growth.
The current commercial strategy is based on extensive knowledge of the industry and initial interviews with C-level technical managers and select members of the business community.  
During the award period we will further validate and refine our approach through additional interviews with members of initial target markets, potential resellers, and promising partners.  These interviews will both educate prospective customers on Session Bridging and confirm both our approach to the target markets and our pricing.  It will also serve as an important step in identifying the different environments/configurations that will need to be covered to make Session Bridging hardware/software agnostic and in planning for future operations of installation and maintenance. 
Once we have a working Session Bridging environment, these contacts can be used to initiate customer demonstrations and sales.  We expect the small Edge Gateway product to be ready first.  It's prospects are cellular carriers for application to backhaul links from towers, an urgent need identified by the head of the Competitive Carriers Association in a letter included with this proposal.  An essential next step will be to virtualize the software for servers to the process can scale up to meet the needs of central offices and data centers.
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