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Joint CDF, joint PMF and joint PDF

Joint cumulative distribution function

The joint cumulative distribution function (joint CDF) of a pair of random
variables X and Y is

Fxy(x,y)=P(X<x,Y <y)
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Joint CDF, joint PMF and joint PDF

Properties of joint CDF

For a pair of random variables X and Y:
e 0< Fxy(x,y)<1

Fx(X) = Fx’y(X, OO)

Fy(y) = Fx,y (o0, y)

Fx y(—00,y) = Fx y(x,—00) =0

If x < x1 and y < y4, then

Fx.y(x,y) < Fx,y(x1,y1)
° FX7y(OO,OO) =1

Furthermore, we have

P(X1 <X§X2,y1 < ngg)
= Fx,y(x2,y2) = Fx,y(x2,y1) — Fx,y(x1, y2) + Fx,v(x1, 1)
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Joint CDF, joint PMF and joint PDF

Joint probability mass function

The joint probability mass function (joint PMF) of the discrete random
variables X and Y is:

PX’Y(X,}/): P(X:X7Y2y)
The range of the pair of random variables X and Y is defined as

Sxy ={(xy)| PX=x,Y =y)>0}.

For a set B in the (X, Y)-plane we have

P(B)= > Pxy(xy).

(x.y)eB
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Joint CDF, joint PMF and joint PDF

Joint probability density function

The joint probability density function (joint PDF) fx y of the random
variables X and Y is a function such that

x oy
Fx,v(x,y) = / / fx,y(u,v)dvdu

Consequence:

82FX,Y(X7y)

fX,Y(Xv.y): axay

Interpretation:

fxy(x,y)dxdy = P(x < X < x+dx,y <Y < y+dy)
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Joint CDF, joint PMF and joint PDF

Properties of joint PDF

A joint probability density function fx y(x,y) has the following properties:

o fx y(x,y) >0 for all (x,y),

/ / fx,y(x,y)dydx = 1.

Furthermore, we have

P(A) = // fx,v(x,y) dydx
(x,y)EA
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Joint CDF, joint PMF and joint PDF

Example

Given are two random variables with joint probability density function

2, 0<y<x<l,

xvy(x,y)=
x.v(xy) 0, otherwise.

Determine the joint cumulative distribution function.
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Joint CDF, joint PMF and joint PDF

Example (continued)

Given are two random variables X and Y with joint probability density

function
2, 0<y<x<l,
0, otherwise.

fxy(x,y)= {

Determine the probability P(A) = P(X + Y <1).
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Marginal PMF and PDF
Marginal probability mass function

Let X and Y be discrete random variables with joint probability mass
function Px y(x,y). Then we have

Px(x)= Y Pxy(xy), Pyv(y)=)_ Pxy(xy).

yESy x€S5x

These functions are called the marginal probability mass functions
(marginal PMF'’s) of the random variables X and Y.
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Marginal PMF and PDF
Marginal probability density function

Let X and Y be continuous random variables with joint probability density
function fx y(x,y). Then we have

[e.9]

fx(x) = /00 fxy(x,y)dy, f(y)= / fx v (x, y)dx.

—00 —00

These functions are called the marginal probability density functions
(marginal PDF's) of the random variables X and Y.
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Marginal PMF and PDF

Example

Given two random variables with joint probability density function

%y7 _1§X§17 XZS}/SL
0, otherwise.

fx.y(x,y) = {

Determine the marginal probability density functions fx(x) and fy(y).
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Functions of two random variables
Functions of two random variables

For discrete random variables X and Y, the function W = g(X, Y) has
probability mass function

Pw(w)= Y Pxy(xy).

(x:y)
g(x,y)=w
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Functions of two random variables
Functions of two random variables

For continuous random variables X and Y/, the function W = g(X, Y) has
cumulative distribution function

Fu(w) = P(W < w) = / / v (%, y) dydx.
g(x,y)<w

For W = max(X, Y) we have

Fw(w) :/ / fx v(x,y)dydx.
—00 J —00
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Functions of two random variables

Example

Given are two random variables with joint probability density function

Ape=MFm) x>0,y >0,

f x,y) =
x.v(x:¥) 0, otherwise.

Determine the probability density function of W = Y//X.
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Expectation
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Expectation
Expectation

For random variables X and Y/, the expectation of W = g(X,Y) is

Discrete: E(W)= Z Z g(x,¥)Px.y(x,y),

XESx yESy

Continuous: / / (x,¥)fx,v(x,y)dydx.
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Expectation
Expectation

We have

In particular:

E(X + Y) = E(X) + E(Y).
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Covariance and correlation coefficient
Covariance

The variance of the sum of two random variables is:

Var[X + Y] = Var[X] + Var[Y] + 2E[(X — ux)(Y — pny)].

The covariance of the random variables X and Y is:

Cov[X, Y] = E[(X — px)(Y — py)].

We call the random variables X and Y uncorrelated if Cov[X, Y] = 0.
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Covariance and correlation coefficient

We have
o Cov(X,Y)=E(XY)— uxpy,
e Var[X + Y] = Var[X] + Var[Y] + 2Cov[X, Y],

e If X =Y, thenCov(X, Y) = Var[X] = Var[Y].
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Covariance and correlation coefficient
Correlation coefficient

The correlation coefficient of two random variables X and Y is:

Cov[X,Y]  Cov[X,Y]

S v/ Var[X] Var[Y] oxX0y

We always have —1 < px y < 1.

If Y =aX + b, then

-1, ifa<0o,
px,y =140, if a=0,
1, if a> 0.
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Conditioning by an event
Conditional joint PMF

For discrete random variables X and Y and an event B with P[B] > 0, the
conditional joint PMF of X and Y given B is

Px.yig(x,y) = P(X = x,Y = y|B).
We have

Px.y(xy) if (x,y) € B
Py yin(x.y) =4 P® » Ty eb
x,v18(X; ¥) {0, otherwise.
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Conditioning by an event
Conditional joint PDF

For contintuous random variables X and Y and an event B with
P[B] > 0, the conditional joint PDF of X and Y given B is

fx, v (x,y) .

5= if (x,y) € B,
fyig(xy) =3 PB ( )

0, otherwise.
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Conditioning by an event

Example

Given random variables with joint PDF

L 0<x<5 0<y<3,

fX,Y(Xay) = {15’

0, otherwise.

Determine the conditional joint PDF of X and Y given

B={X+Y >4}
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Conditioning by an event
Conditional expectation

For random variables X and Y and an event B with P(B) > 0, the
conditional expectation of W = g(X,Y) given B is:

Discrete: E[W|B] = Z Z g(X,y)Px,Y|B(X,Y)
xESx yeS,
Continuous: E[W|B]:/ / g(x, ¥)fx,y|s(x, y) dydx
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Conditioning by an event

Example (continued)

Given random variables with joint PDF

L 0<x<5 0<y<3,

fX,Y(Xay) = {15’

0, otherwise.

Determine the conditional expectation of W = X + Y given

B={X+Y >4}
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Conditioning by a random variable
Conditional PMF

For discrete random variables X and Y and an event Y = y with
Py(y) > 0, the conditional PMF of X given Y =y is

Pxjy(xly) = P(X = x|Y = y).

We have

Px.v(x,y) = Pxjy(x|y)Py(y) = Py|x(y|x)Px(x).
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Conditioning by a random variable
Conditional expectation

Let X and Y be discrete random variables. For any y € S, the
conditional expectation of g(X, Y) given Y =y is

Elg(X, V)Y =yl = D &(x,y) Pxjy(x[y).

XESx

In particular:

EIX|Y =y] = Z x Pxy(x|y).

x€Sx
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Conditioning by a random variable
Conditional PDF

Let X and Y be continuous random variables. For y such that fy(y) > 0,
the conditional PDF of X given Y =y is

fX,Y(Xay)

fX|Y(X|y) = fY(}/)

We have

fx.y(x,¥) = fxy (xIy)fy (v) = fyx (v [x) fx (x).
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Conditioning by a random variable

Example

Given are random variables X and Y with joint probability density

function:

2, 0<y<«x<l1,
fxy(x,y)= -7 - =
xv(xy) 0, otherwise.

Determine the conditional probability density function of X given Y.
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Conditioning by a random variable
Conditional expectation

For continuous random variables X and Y and an event Y = y with
fy(y) > 0, the conditional expectation of g(X, Y) given Y =y is

Ele(X Y)Y =y = | glxn) (el dx.
In particular:
EIXIY =y = [ xfiylxly)dx
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Conditioning by a random variable
Conditional expectation

The conditional expectation E[X|Y] is a function of random variabele Y
such that if the realization of the random variable Y is equal to y, then
the realization of the random variable E[X|Y] is equal to E[X|Y = y].

We have

E[EX|Y]] = E[X],

E[E[g(X)[Y]] = Elg(X)]-
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Independent random variables
Independent random variables

Random variables X and Y are independent if and only if:

Discrete: Px,y(x,y) = Px(x)Py(y)
Continuous: fx,v(x,y) = tx(x)fy(y)
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Independent random variables

Example

Given are random variables U and V with joint PDF

2duv, u>0,v>0, u+v<1

fuv(u,v)=
uv(u,v) 0, otherwise.

Are the random variables U and V independent?

Class 5: Pairs of random variables (TUE) Probability Theory — 2015 Jacques Resing



Independent random variables

Properties of independent random variables

For independent random variables X and Y:
« Elg(X)h(Y)] = Elg(X)EIA(YV)],

E(XY) = E(X)E(Y),

Cov(X,Y) =px,y =0,

Var[X + Y] = Var[X] + Var[Y],

E(X|Y =y) = E(X) forall y € Sy,

E(Y|X =x) = E(Y) for all x € Sx.
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Bivariate Gaussian random variables
Bivariate Gaussian PDF

Random variables X and Y have a bivariate Gaussian PDF with
parameters i1, 01, p2, 02, and p if

fX,Y(Xay)

) (x;lm ) 2 . 2P(X—:113(2y—ﬂz) + (Y;M)z

B P 2(1 - p?)

- 2wo1004/1 — p?

with w1 and po arbitrary real numbers, o3 > 0 and o5 > 0 and
-l1<p<l.
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Bivariate Gaussian random variables

Interpreation of the parameters

We have
o E(X) =,
e Var[X] = o2,
* E(Y) = pe,
e Var[Y] =03,
® PXY =P
e Cov(X,Y) = poioa.
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Bivariate Gaussian random variables
Marginals of bivariate Gaussian random varaibles

If X and Y are bivariate Gaussian random variables, then X is a Gaussian
(11, 01) random variable and Y is a Gaussian (u2,02) random variable:

fx(x) = e~ (x=m)*/(207)

1
2/ 2%0%
1

fy(y) = o~ (y—h2)?/(203)

2
2o
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Bivariate Gaussian random variables

Conditional PDF’s of bivariate Gaussian random varaibles

If X and Y are bivariate Gaussian random variables, then the conditional
PDF of X given Y =y is equal to

fxy (xly) = ;ef(xfﬁl(y))Q/(zc}%)
271'&%

with

~ g1 -
fa(y) = pm+p -y = p2), 53 = a2(1 - p?).

Remark: Bivariate Gaussian random variables X and Y are uncorrelated if
and only if X and Y are independent!
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Summary
Summary

e We discussed the joint CDF, joint PMF and joint PDF of a pair of
random variables.

e We showed how to obtain the marginal PMF's (or marginal PDF's) of
the two random variables from their joint PMF (or joint PDF).

e We studied functions of a pair of random variables.

e We defined covariance and correlation coefficient.

e We looked at conditioning by an event and by a random variable.
e We defined independence between two random variables.

e We studied bivariate Gaussian random variables.

Class 5: Pairs of random variables (TUE) Probability Theory — 2015 Jacques Resing 49 / 49



	Joint CDF, joint PMF and joint PDF
	Marginal PMF and PDF
	Functions of two random variables
	Expectation
	Covariance and correlation coefficient
	Conditioning by an event
	Conditioning by a random variable
	Independent random variables
	Bivariate Gaussian random variables
	Summary

